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Abstract 

This Probability distribution of testing time of the software package is a problem 

waiting to be solved quickly. We transfer it into settling a series of problems 

which related to continuous-time Markov chains. Firstly, we construct a Q-matrix 

corresponding with the Markov chain ( )X t . Secondly, we solve the Kolmogorov 

forward equation corresponding with the Q-matrix and obtain the transition 

function ( )ijP t  of the Markov chain ( )X t . Finally, we get the probability 

distribution, expectation and variance of testing time of the Software. 
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1  Introduction  

A testing procedure is often used to eliminate the faults or bugs in package 

when a new software package is developed. The procedure is to test whether there 

are any errors result or not with trying the package on a set of well-known 

problems. This goes on for some fixed time, with all resulting errors being noted. 

Then the testing stops and the software engineers check carefully to determine the 

specific bugs that were responsible for the observed errors. Then they alter the 

package to remove these bugs [1]. Because we are not sure what time is that all 

the bugs in the package have been eliminated, a problem of great importance is 

probability distribution of testing time of the software package. 

 

 

2  Preliminary Notes 

Let us denote by ( )X t  the number of undiscovered bugs after that the 

package was been run for t time units. Suppose that a bug is responsible for an 

error for the sake of simplicity, and when we discover an error, the package is to 

be altered to remove the corresponding bug immediately. So the number of 

undiscovered bugs after t time units is no more than that at t time units. This 

problem meets Markov property, so there is a probability space ( , , )F PΩ , on 

it{ ( ), [0, )}X t t∈ +∞  is a continuous-time Markov chain with state space {0}Z + ∪ . 

The transition function corredponding with the state space is 

( ) ( ( ) | (0) ).ijP t P X t j X i= = =  It satisfies temporally homogeneous property 

           ( ( ) | ( ) ) ( ( ) | (0) ), .P X t j X s i P X t s j X i t s= = = − = = ∀ >        (1) 

There is a one-to-one correspondence between the Markov chain ( )X t  and the 

transition function ( )ijP t [2]. 

In this problem, the state 0 is absorbed, so we can say that extinction occurs 
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when the Markov chain ( )X t  reach state 0. Now there is no bug in this package. 

Let us define 

            0

inf{ 0 | ( ) 0}, 0, . . ( ) 0;
, .

t X t t s t X t
otherwise

τ
> = ∃ > =

=  +∞
              (2) 

to be the extinction time of the Markov chain ( )X t . 

 

 

3  The Distribution of the Extinction Time 

First we construct the Q-matrix corresponding with the Markov chain ( )X t . 

Let us suppose that there are N parts in the software package, initially it has an 

unknown number, n, of parts which contain one bug respectively ( n N ). So the 

probability of which no error occurs after the package was used for m times 

is
mN n

N
− 

 
 

. Let us suppose that the package is used for k times in 1 times unit, 

and k is directly proportional to N, we note that k
N

µ = . So the probability of 

which no error occurs at t time unit. 

And because that ln ln 1- ,
mN n n nk k n

N N N
µ−   = ≈ − = −   

   
suppose that 

,n nµ µ=  01, 0,n µ≥ = we get that the probability of which no error occurs at t 

time unit is .nteµ              

Thus the Q-matrix corresponding with the transition function ( )ijP t  is 

                    

0 0 0 0
0 0

0 2 2 0
0 0 3 3

Q
µ µ

µ µ
µ µ

 
 − 
 = −
 − 
  









    

                  (3) 

The relationship between the Q-matrix and the transition function is that: there is 
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only one Q-matrix corresponding with a transition function ( )ijP t , but there may be 

many different Q-functions ( )ijP t [2]. the following lemma show that  there is a 

one-to-one correspondence between the Q-matrix and the transition function ( )ijP t . 

  

Lemma 3.1 Suppose that the Q-matrix is (3), there exist only one Markov chain 

( )X t  corresponding with it, the transition function of ( )X t  is noted as ( )ijP t . 

Proof.  We know that the coefficients of a birth, death, immigration (BDI) 

process [3,P103]are ,n a nλ λ= + ,n nµ µ= 0,n ≥ , , 0.a λ µ ≥  Let 0, 0,aλ = = the 

Q-matrix of the BDI process is (3). we see that a BDI process without 

immigration(i.e. with 0a = ) is regular. In this case there exist only one Markov 

chain ( )X t , the corresponding minimal Q-function is honest and is the only 

Q-function [3, p. 81], noted as ( )ijP t .                                  □ 

  

Theorem 3.1 Suppose that ( )X t  is the only one Markov chain corresponding 

with the Q-matrix (3),and (0)X n= , the probability distribution of the extinction 

time 0τ  is 

                           1( ) (1 ) .t nF t e µ−= −                       (4) 

Proof. At first we propose to actually find the minimal Q-function ( )ijP t , which 

we know to be honest and unique. We can do this by solving the Kolmogorov 

forward equations. They are 

              , 1' ( ) ( 1) ( ), 1;
( )

( ), 1.
ij i j

ij
ij

jP t j P t j
P t

P t j
µ µ

µ
+− + + ≥

=  =
              (5) 

We now transform the system of equations in (5) to an equivalent partial 

differential equation. To this effect, define the probability generating 

function
0

( , ) ( ) .j
i ij

j
P t s P t s

+∞

=

=∑  Multiply the first equation in (5) by js ,  and sum 
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the result over 1j ≥ , then add the second equation to the result. After some 

rearrangement, we have 

                        ( , ) ( , )(1 )i iP t s P t ss
t s

µ∂ ∂
= −

∂ ∂
                  (6) 

with initial condition (0, ) .j
iP s s=  

Now the equation in (6) is a standard first-order linear partial differential equation. 

we have ( , ) (1 ) .t t i
iP t s e seµ µ− −= − +  The method of solution of this equation can 

be found in John (1977). Inversion gives  
1

1( ) (1 )t t n
nP t ne eµ µ− − −= −  

and 

0 ( ) (1 ) .t n
nP t e µ−= −  

So the probability distribution of the extinction time 0τ  is 

                 1 0 0( ) { | (0) } ( ) (1 )t n
nF t P t X n P t e µτ −= ≤ = = = − .         □ 

         

Note 3.1 In the case of (0)X n=  in theorem 1, the expectation and variance of 

the extinction time 0τ  is 

        1
0 1 10 0

1

1( ) ( ) (1 ( )) ( 1)i i
n

i
E tdF t F t dt C

i
τ

µ

+∞+∞ +∞ +

=

= = − = −∑∫ ∫              (7) 

and  

           
2

1 1
0 2 2

1

2 1( ) ( 1) ( 1)i i i i
n n

i
D C C

i i
τ

µ µ

+∞
+ +

=

 
= − − − 

 
∑                   (8) 

respectively. 

 

Corollary 3.1 Suppose that ( )X t  is the only one Markov chain corresponding 

with the Q-matrix (3), and (0)X  is distributed with mean n, the probability 

distribution of the extinction time 0τ  is ( )
teF t e

µλ −−= .               

Proof.  From the conclusion of the theorem 2, we have 
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0 0
0

0
0

0

( ) ( ) { , (0) }

{ | (0) } { (0) }

(1 ) .
!

t

n

n
n

t n e

n

F t P t P t X n

P t X n P X n

e e e
n

µµ λ λ

τ τ

τ

λ −

+∞

=

+∞

=

+∞
− − −

=

= ≤ = ≤ =

= ≤ = =

= − =

∑

∑

∑

 

                                                                                  

Note 3.2 In the case of that (0)X  is distributed with mean n in corollary 1, the 

expectation and variance of the extinction time 0τ  is 

                   1
0

1

1E( ) ( 1)
!

i
i

i i i
λτ

µ

+∞
+

=

= −
⋅∑                          (9) 

and 

           
2

1 1
0 2 2

1 1

2 1( ) ( 1) ( 1)
! !

i
i i i

i i
D

i i i i
λτ λ

µ µ

+∞ +∞
+ +

= =

 
= − − − ⋅ ⋅ 
∑ ∑             (10) 

respectively.  

 

 

4  Conclusion 

This Probability distribution of testing time of the software package is a very 

important problem. Under the assumptions of we construct a Q-matrix 

corresponding with the Markov chain ( )X t  and get the probability distribution, 

expectation and variance of the Software testing time. 
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