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Abstract 
 

This paper revisits the purported impact of socioeconomic and social environment 

factors on annual, U.S. state-level suicide rates. Special attention is paid to the right-

hand-side linking covariates directly to Durkheim's (1897/1951) significant contri-

butions to established ecological suicide research. Results from a Hausman-Taylor 

panel specification lend little support to Durkheim's social integration/regulation 

hypothesis that aggregate social forces matter in explaining variations in regional 

suicide rates. Data from 1990-2019 and the advanced empirical method support the 

mounting sentiment of an abiding ecological fallacy plaguing suicidology. 
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1. Introduction  

The sociological study of suicide has a rich and long history rooted in Durkheim's 

(1897/1951) Suicide. Durkheim posits that suicide rates of a region are determined 

by the degree of both social integration and social (moral) regulation in a society.  

Suicide will be common when either of these social factors is too weak or too strong.  

In a related vein, rational choice theory (Becker 1962) influencing lifetime eco-

nomic utility models (Hamermesh and Soss 1974) tend to bolster the socioeconomic 

premise explaining spatial differences in suicide. However, a mounting literature 

(Breault 1995, Cutchin and Churchill 1999, Kposowa 2000, Cubbin et al 2000, 

Kunce and Anderson 2002, Kushner and Sterk 2005, Abrutyn and Mueller 2014, 

Mueller et al 2021) casts doubt on the ecological socioeconomic hypothesis.   

 

"One of the oldest and most notable limitations of Durkheim is methodological.  

Durkheim fails to adequately address the ecological fallacy of studying suicide 

rates to understand individual behavior. Durkheim forcefully argued that societal- 

or macro-level social forces (integration and regulation) caused individual-level 

behavior (suicide), and yet the link between societal-level social forces and 

individual behavior is challenging yet crucial to document." 

(Mueller et al 2021, p. 3) 

 

Two noteworthy empirical exceptions to this rising sentiment include Neumayer 

(2003) and Yamamura (2010). Neumayer (2003) examines a select sample of 62 

countries, where complete data are available, finding strong support for the social 

causes proposition. Yamamura (2010) analyzes gender stratified data from Japanese 

prefectures lending somewhat mixed evidence. Both are critical of the selection of 

right-hand-side variables in prior empirical constructs. They argue that econometric 

specifications should adhere strictly to Durkheim's seminal analysis and tie directly 

to well established ecological suicide research.    

Herein, we revisit the impact of socioeconomic factors on state suicide rates by ex-

ploiting a rich and expansive balanced panel of time-series, cross-section data from 

1990 to 2019. The selection of covariates closely follows Durkheim's foundational 

insight as suggested by Neumayer (2003). Results from a two-way Hausman and 

Taylor (1981) specification finds little evidence supporting the social causes hy-

pothesis that aggregate socioeconomic factors explain the variation in state suicide 

rates. The balance of this examination is divided into four sections. Section 2 de-

scribes the data, provides sources and presents descriptive statistics. Additional at-

tention is paid to the dependent variable, state suicide rates. Section 3 presents the 

empirical model and discusses the econometric issues. Section 4 interprets the em-

pirical inference with conclusions and implications drawn in section 5.  
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2. Data 

Figure 1 shows the rise in crude suicide rates over the last 20 years in the U.S. This 

trend is considered a public health emergency in need of fresh solutions (Mueller et 

al 2021). Contemporary solutions appear to be moving away from suicidology and 

more toward prevention science. Prevention, at present, addresses more distal risk 

factors requiring complex interventions that take a public health and population-based 

approach rather than addressing the issues of high-risk populations.  

Figure 1: Crude suicides per 100,000 population, 1990-2019 

 

Means, over the 30 year panel, of crude suicide rates exhibit considerable variation 

across states. Highest suicide rates are found in Montana 21.6, Wyoming 21.4, Ne-

vada 21.1 and Alaska 20.8, whereas the lowest rates appear in DC 6.2, New Jersey 

7.4, New York 7.7 and Massachusetts 8.2. Table 1 describes, provides data sources 

and shows descriptive statistics for all variables examined. The choice of regressors 

closely follows Neumayer's (2003) discussion of the nuance and richness of Durk-

heim's analysis. Moreover, the right-hand-side is consistent with well established 

specifications in ecological suicide research (Yamamura 2010). Mindful of the mul-

ticollinearity issues inherent in state level aggregate data, attention is paid to the or-

thogonality of covariates entered in Xit. A correlation matrix for the right-hand-side is 

provided in Table 2. Moreover, variance inflation factors (VIF) are estimated for each 

regressor and shown in the far-right column of Table 2. Multicollinearity, as a matter 

of degree, does not appear problematic with this suite of regressors. 
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Table 1: Data descriptions, sources and descriptive statistics 

Suicide Rate. Age Standardized per 100,000 total state population. National Center 

for Health Statistics, National Vital Statistics System, 1990-2019. 

Mean 13.63, STD 4.03. 

Natural Log Suicide Rate, Mean 2.57, STD 0.30. 

Gross State Product Per Capita. In millions of 2012 dollars per 1,000 total state 

population. U.S. Department of Commerce, Bureau of Economic Analysis, Re-

gional Economic Analysis Division, 1990-2019. 

Mean 49.02, STD 19.33. 

Birth Rate. Live births occurring in a state per 1,000 total state population. National 

Center for Health Statistics, National Vital Statistics System, 1990-2019. 

Mean 13.50, STD 1.96. 

Female Labor Force Participation. In percent of total female working age popu-

lation by state.  U.S. Bureau of Labor Statistics, 1990-2019. 

Mean 60.11, STD 4.37. 

Distilled Spirits Consumption. In gallons per capita, total state population. Beer 

Institute, Beer Almanac, 1990-2019. 

Mean 1.53, STD 0.56. 

Divorce Rate. Based on counts of divorces occurring in a state per 1,000 total state 

population. National Center for Health Statistics (NCHS), National Vital Statistics 

System, 1990-2019. California, Georgia, Hawaii, Indiana, Louisiana and Minnesota 

have stopped consistently reporting divorce occurrence to the NCHS. This missing 

data can be recovered from the U.S. Bureau of the Census, American Community 

Survey (ACS), Public Use Microdata Sample (PUMS). See Mayol-Garcia et al 

(2021) for a similar application of ACS PUMS data. 

Mean 3.96, STD 1.13. 

Marriage Rate. Based on resident marriages occurring in a state per 1,000 total 

state population. ACS PUMS 1990-2019 resident data was used in order to correct 

for the large number (outliers) of out of state residents marrying in Las Vegas, Ne-

vada (see U.S. Bureau of the Census 2021).  

Mean 8.01, STD 2.42. 

Household Size. Average size of households by state. U.S. Bureau of the Census, 

1990-2019. 

Mean 2.53, STD 0.16. 

Unemployment Rate. Seasonally adjusted average annual rates by state, in percent. 

U.S. Bureau of Labor Statistics, 1990-2019. 

Mean 5.48, STD 1.87. 
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Table 2: Correlation matrix and Variance Inflation Factors 

 

The dependent variable examined is a state's annual age-standardized suicide rate 

(per 100,000 population). Age-standardized (adjusted) rates (R') are commonly 

used in the ecological suicide literature to compare relative indexes across groups 

and over time. The National Center for Health Statistics (NCHS) computes the 

standardized rates by weighting age-specific suicide rates (Rj) as follows, 

 

           = j j

s

sj
R

P

P
R'               (1) 

 

where Psj is the standard state population for age group j and Ps is the total state 

standard population (all ages combined).  

All age-standardized rates examined herein are based on the 2000 U.S. standard 

population statistics (National Vital Statistics Reports 2017). A referee points out 

that pinning a time sensitive behavioral standard on 20 year old population weights 

seems nebulous. In response see Appendix A for a comparison of 2019 crude and 

age-standardized rates by state. Additionally, Appendix A details in tables the com-

putation of the 2019 age-standardized rate for the U.S. and shows a comparison of 

the 2000 NCHS weights versus 2019 population weights. The referee's concern ap-

pears appropriate, the population age distribution has changed markedly over the 

last two decades. Regardless, the NCHS has adopted the year 2000 population 

standard. 

Although, there is nothing in socioeconomic suicide theory that dictates functional 

form, previous examinations have used linear and semilog linear specifications (see 

Lester 2020 for a review). On a priori grounds, the semilog functional form has 

considerable appeal relative to the linear form. By taking the natural logarithm of 

suicide rates, estimates of right-hand-side coefficients vary proportionately with su-

icide rates rather than effect the overall level as in the linear construct. Moreover, 

semilog form can lessen the effects of vertical outliers on coefficient estimates (see 

the application in Verardi and Wagner 2011). This monotonic transformation of the 

left-hand-side also corrects for a common form of error variance heteroscedasticity 

in which the standard error is correlated with the conditional expectation of the 

 SGP/Capita Birth Female Spirits Divorce Marriage Household VIF 

GSP/Capita 1.00             1.78 

Birth -0.04 1.00           2.04 

Female 0.25 0.09 1.00         1.47 

Spirits 0.55 -0.28 0.33 1.00       1.85 

Divorce -0.35 0.35 -0.18 -0.17 1.00     2.00 

Marriage -0.27 0.33 -0.02 -0.22 0.59 1.00   1.75 

Household -0.22 0.58 -0.10 -0.31 0.21 0.35 1.00 1.74 

Unemployment 0.06 0.01 -0.35 0.01 0.07 -0.11 0.03 1.20 
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dependent variable (Glejser 1969). Consequently, the semilog form was selected for 

this examination. 

 

3. Econometrics 

The model estimated becomes, 

 

  ittiitit XY  ++++=ln                                (2) 

 

where α is a scalar intercept, Xit are observable socioeconomic variables that vary 

across states i and over time t, β is a vector of estimated coefficients, μi and λt are 

latent state and time specific effects, and ηit denotes the remainder disturbance.  

Generally, two specifications of equation (2) are considered. Fixed effects treats μi 

and λt as fixed yet unknown constants differing across states and over time.  Alter-

natively, random effects assumes that μi and λt are random, distributed inde-

pendently across states and over time. The potential correlation of μi and λt with the 

variables in Xit is a primary consideration. If these correlations are present, random 

effects estimation yields biased and inconsistent estimates of β and the variances of 

μi , λt and ηit . By transforming the data, into deviations from the group means, the 

fixed effects estimator is not impacted by this lack of orthogonality but is not fully 

efficient since it ignores variation across states and over time. The choice of esti-

mator generally rests on statistical considerations and hypothesis testing.  Haus-

man (1978) outlines a specification test of the null hypothesis of orthogonality 

between the latent effects and Xit . 

Hausman and Taylor (1981) (HT) propose a third specification for estimating equa-

tion (2) where Xit is split into two sets of variables, those assumed uncorrelated with 

μi , λt and ηit , and those correlated with μi and λt , but not ηit . The uncorrelated set 

serves two functions, (i) using mean deviations, unbiased estimates of the respective 

β are produced, and (ii) the set provides valid instruments for the variables in Xit 

correlated with the latent effects. The two sets of variables need not rely solely on 

a priori assumptions, correlation hypothesis can be tested.  

 

4. Inference 

The question of poolability naturally arises with panel data. The restriction is the 

pooled model representing a behavioral question with the same slope parameters 

across states and over time. These structural tests share roots with Chow (1960) and 

test the null hypothesis of equal slope coefficients. Table 3 shows F-tests for pooling 

across states and over time. Though not statistically imperious, both fail to reject 

the null at the < 5% level. 
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Table 3: Hypotheses tests 

Pooling slopes across states        F(400,1071) = 1.14  (p 0.054) 

Pooling slopes over time            F(232,1260) = 1.16  (p 0.064) 

LM Random Effects         81.80832

2 =  (p 0.000) 

One-way State Effects vs. Pooled OLS      F(50,1471) = 170.91  (p 0.000) 

Adding Year Effects vs. One-way model  F(29,1442) = 24.04  (p 0.000) 

Pooled Durbin-Watson            2.01 

Variance Inflation Factor Threshold   1.35 

 

Careful testing denoted in Table 3 confirms state and year heterogeneity and verifies 

the importance of controlling for unobservable state and year effects. The Lagrange 

multiplier test statistic of 8,083.81 distributed χ2 with 2 degrees of freedom soundly 

rejects the null hypothesis,  

 

.0: 22

0 ==  H   

 

Second, the test statistic F(50, 1471) = 170.91 firmly rejects the null hypothesis of 

state homogeneity at the < 1% level.  The F(29, 1442) = 24.04 statistic favors the 

two-way model over the one-way specification, again at the < 1% level. Lastly, the 

Durbin-Watson statistic (2.01) indicates that serial correlation poses no direct  

problem in the pooled sample. 

Results from the two-way error components estimators are presented in Table 4.  

The random effects estimates in the first column are easily challenged due to the 

sizable Hausman test statistic, 53.912

8 = . The null, 0),(:0 =itti XEH  , of  

latent effects orthogonality is soundly rejected at the < 1% level. The random effects 

estimator tests biased and inconsistent. The unbiased yet less efficient two-way 

fixed effects estimates offer little support to the social forces hypothesis in explain-

ing the variation in state suicide rates. Only distilled spirits consumption and    

average household size test significant at any conventional p level. The coefficient 

of average household size (-8.48) implies that, for the average state, the suicide rate 

per 100,000 population will decrease proportionately by around 8.5% for a marginal 

increase in average household size.  
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Table 4: Two-way error components estimates
a 

Variable Random Effects Fixed Effects Hausman-Taylorb 

Constant (t) 2.52 (15.21)*** 2.64 (15.73)*** 2.49 (15.63)*** 

GSP/Capita (t) -0.09 (-1.68)* -0.06 (-1.09) -0.04 (-0.61) 

Birth Rate (t) 0.75 (2.24)** 0.43 (1.23) 0.35 (1.02) 

Female Labor (t) -0.17 (-1.01) -0.14 (-0.83) 0.16 (0.95) 

Spirits (t) 8.19 (4.33)*** 9.85 (4.81)*** 10.04 (5.07)*** 

Divorce Rate (t) 1.05 (1.79)* 0.02 (0.04) 0.12 (0.20) 

Marriage Rate (t) -0.12 (-0.47) -0.32 (-1.20) -0.40 (-1.48) 

Household Size (t) -3.92 (-0.85) -8.48 (-1.75)* -8.72 (-1.80)* 

Unemployment (t) 0.08 (0.30) 0.25 (0.89) 0.24 (0.86) 

R2 c 0.93 c 

Hausman Test 53.912

8 =   05.82

34 =
 

aNon-intercept variables in percentage terms. 
bYear dummies included in set X1 representative of a two-way model. 
cNo precise counterpart to R2 in these specifications. 

***,  **,  * significance at the 1%,  5%,  10% level.                                                

Observations  1,530 

 

A marginal increase in distilled spirits consumption per capita increases the suicide 

rate for the average state by roughly 10%. Interestingly, Durkheim (1897/1951) did 

not support the presumption that alcohol consumption could explain regional dif-

ferences in suicide. Durkheim viewed alcoholism as a psychopathic state rather than 

a symptom of the level of integration. Conversely, strong evidence of an alcohol 

consumption - suicide link is supported herein. The inconspicuous explanatory 

power of the fixed effects specification (R2 = 0.93) rests on the latent effects. A note 

of interpretive caution, fixed effects estimation places great demands on the data. 

For example, μi capture any between state variation leaving only within state varia-

tion to be picked up by regressors. 

If we are inclined to assume that certain variables in Xit are uncorrelated with the 

latent effects, Hausman and Taylor (1981) outlines an estimator that may produce 

consistent and efficient estimates of β. In order to identify variable sets, iterative 

two-way random effects regressions were performed - varying the sets of variables.  

Table 5 shows the resulting Hausman specification tests. For example, the first row 

depicts the resulting test statistic when the Gross State Product variable is dropped 

from the right-hand-side. Note that the Hausman test statistic reduces to 60.22 from 

91.53. The Gross State Product variable appears to be a significant 'correlation con-

tributor'. Following this logic, set X1 (uncorrelated) includes Birth Rate, Spirits Con-

sumption, Marriage Rate, Household Size and Unemployment Rate with set X2 

(correlated) containing Gross State Product, Female Labor Force Participation and 

Divorce Rates. 
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Table 5: Latent effect correlation tests* 

 
2

7  

GSP/Capita 60.22 

Birth 89.63 

Female 77.43 

Spirits 88.04 

Divorce 30.23 

Marriage 88.40 

Household 88.81 

Unemployment 89.62 

*All RHS variables 
2

8 = 91.53 

 

With the variable sets identified, LIMDEP® Version 11 provides a Hausman-Taylor 

estimator for the one-way random effects model. In order to estimate a comparable 

two-way specification, T - 1 time dummies are included in variable set X1. Results 

are presented in the last column of Table 4. Again, only distilled spirits consumption 

and average household size test significant at any conventional p level. Proportional 

marginal effect coefficients are also comparable to the fixed effects specification. 

Interestingly, the significant effect of average household size found herein is fairly 

analogous to the effect of single occupant households found in Kunce and Anderson 

(2002). 

A Hausman test based on the difference between the HT and FE estimator yields, 

05.82

34 = , which fails to reject the null hypothesis of orthogonality. The HT use 

of within model instruments appears appropriate and estimates test as unbiased, 

consistent and asymptotically efficient.  

   

5. Conclusion 

Despite a wide reaching literature, divergent findings regarding the impact of soci-

oeconomic factors on suicide rates persist. Twenty years ago, Kunce and Anderson 

(2002) argued that the reasons for the contrariety rests with data aggregation and 

estimation methodology. In a systematic review of the 'at the time' relevant empiri-

cal literature, Rehkopf and Buka (2006) examined 86 publications which accounted 

for 221 separate analyses. All 221 analyses used aggregated data varying from cities 

(48 in fact looked at sub-city data) to select countries. Justification of this now con-

ventional approach is that the data are mainly available in the aggregate form. There 

is a vast literature critical of the use of aggregate data to explain heterogeneous 

individual behavior (see Stroker 1993 and Holderness 2016 for reviews). Statistical 

properties and the biases introduced by using aggregated or averaged data have yet 

to be adequately explained. Additionally, Rehkopf and Buka (2006) found that 87% 

(192) of the analyses used solely cross-sectional data. Cross-sectional estimation 

methods are deficient in controlling for grouped or individual-specific effects - 
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possibly unobservable - which may be correlated with other covariates in the spec-

ification of a socioeconomic relationship (Kunce and Anderson 2001-2002).    

As noted above, the spirit of Durkheim’s theory centers on two simple tenets:  

i. the structure of social relationships shapes the structure of suicide and  

ii. integration and regulation are key structural dimensions of social relationships.  

At the core, societies that foster social relationships and cultivate a strong collective 

conscience are healthier, and low suicide occurrence is but one piece of the empir-

ical evidence (Mueller et al. 2021). However, a consensus in the literature regarding 

this one piece of empirical evidence does not exist. Past ecological examinations of 

these tenets tend to substitute biased aggregate social profiles for individual behav-

ior. When empirical studies are rigorously framed, constructs that involve more than 

just 'jumbling' (Hood-Williams 1996) the right-hand-side, results remain mixed at 

best.  Figure 1 above shows that suicide rates in the United States are at their high-

est levels in over three decades. Perhaps David Lester is right, suicidology may 

indeed be dead (Connolly and Lester 2021). 
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Appendix A 
Table A1: 2019 crude and age-standardized suicide rates per 100,000 population 

  
Suicides Population Crude 

Rate 

Age-Standardized 

Rate 

Alabama  804 4,903,185 16.4 16.3 

Alaska  210 731,545 28.7 28.5 

Arizona  1,419 7,278,717 19.5 18.7 

Arkansas  548 3,017,804 18.2 18.0 

California  4,436 39,512,223 11.2 10.7 

Colorado  1,312 5,758,736 22.8 22.1 

Connecticut  435 3,565,287 12.2 11.4 

Delaware  111 973,764 11.4 11.3 

DC 44 705,749 6.2 6.2 

Florida  3,465 21,477,737 16.1 14.5 

Georgia  1,585 10,617,423 14.9 14.6 

Hawaii  224 1,415,872 15.8 15.5 

Idaho  365 1,787,065 20.4 20.4 

Illinois  1,439 12,671,821 11.4 10.9 

Indiana  972 6,732,219 14.4 14.2 

Iowa  528 3,155,070 16.7 16.7 

Kansas  523 2,913,314 18.0 18.2 

Kentucky  756 4,467,673 16.9 16.5 

Louisiana  704 4,648,794 15.1 15.0 

Maine  276 1,344,212 20.5 19.4 

Maryland  657 6,045,680 10.9 10.3 

Massachusetts  647 6,892,503 9.4 8.7 

Michigan  1,472 9,986,857 14.7 14.3 

Minnesota  830 5,639,632 14.7 14.4 

Mississippi  436 2,976,149 14.6 14.4 

Missouri  1,141 6,137,428 18.6 18.2 

Montana  289 1,068,778 27.0 26.2 

Nebraska  309 1,934,408 16.0 16.1 

Nevada 642 3,080,156 20.8 19.8 

New Hampshire 255 1,359,711 18.8 17.5 

New Jersey  762 8,882,190 8.6 8.0 

New Mexico  513 2,096,829 24.5 24.0 

New York  1,705 19,453,561 8.8 8.3 

North Carolina  1,358 10,488,084 12.9 12.5 

North Dakota  136 762,062 17.8 18.1 

Ohio  1,806 11,689,100 15.5 15.1 

Oklahoma  816 3,956,971 20.6 20.5 
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Oregon  906 4,217,737 21.5 20.4 

Pennsylvania  1,896 12,801,989 14.8 14.1 

Rhode Island  123 1,059,361 11.6 10.7 

South Carolina 852 5,148,714 16.5 16.2 

South Dakota  182 884,659 20.6 20.9 

Tennessee  1,219 6,829,174 17.8 17.2 

Texas  3,891 28,995,881 13.4 13.4 

Utah  654 3,205,958 20.4 21.2 

Vermont  110 623,989 17.6 16.0 

Virginia  1,140 8,535,519 13.4 12.8 

Washington  1,263 7,614,893 16.6 15.9 

West Virginia  330 1,792,147 18.4 18.5 

Wisconsin  845 5,822,434 14.5 14.0 

Wyoming  170 578,759 29.4 29.3 

United States 47,511 328,239,523 14.5 13.9 

 

 

Table A2: Age-standardized 2000 weights 

  Population 2000 Psj/Ps 

Under 1 year  3,794,901 1.382% 

1-4 years  15,191,619 5.532% 

5-14 years  39,976,619 14.556% 

15-24 years  38,076,743 13.865% 

25-34 years  37,233,437 13.557% 

35-44 years  44,659,185 16.261% 

45-54 years  37,030,152 13.483% 

55-64 years  23,961,506 8.725% 

65-74 years  18,135,514 6.604% 

75-84 years  12,314,793 4.484% 

85 + years   4,259,173 1.551% 

All ages 274,633,642  
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Table A3: 2019 Age-standardized computation 

  Suicides 2019 Population Rj 2000 Psj/Ps Psj/Ps * Rj 

< 1 year 0 3,783,052 0 1.382% 0 

1-4 years 0 15,793,631 0 5.532% 0 

5-14 years 546 40,994,163 1.3 14.556% 0.189232 

15-24 years 5,954 42,687,510 13.9 13.865% 1.927174 

25-34 years 8,055 45,940,321 17.5 13.557% 2.372561 

35-44 years 7,516 41,659,144 18 16.261% 2.927046 

45-54 years 8,007 40,874,902 19.6 13.483% 2.642761 

55-64 years 8,228 42,448,537 19.4 8.725% 1.69263 

65-74 years 4,864 31,483,433 15.4 6.604% 1.016944 

75-84 years 3,012 15,969,872 18.6 4.484% 0.834039 

85 + years   1,329 6,604,958 20.1 1.551% 0.311722 

Total 47,511 328,239,523 14.5  13.9 
                                                                                                                    

Σj Psj/Ps * Rj 

 

 

Table A4: Differences in age population weights 2000 to 2019 

  2000 Psj/Ps 2019 Psj/Ps % Change 

< 1 year 1.382% 1.153% -16.593% 

1-4 years 5.532% 4.812% -13.016% 

5-14 years 14.556% 12.489% -14.202% 

15-24 years 13.865% 13.005% -6.200% 

25-34 years 13.557% 13.996% 3.234% 

35-44 years 16.261% 12.692% -21.952% 

45-54 years 13.483% 12.453% -7.644% 

55-64 years 8.725% 12.932% 48.222% 

65-74 years 6.604% 9.592% 45.250% 

75-84 years 4.484% 4.865% 8.502% 

85 + years   1.551% 2.012% 29.750% 

 

 

 

 

 

 

 


