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Abstract 

Gross domestic product(GDP) is an important tool for measuring the quality of the 

overall economic activity in a country within a specified period of time. This study 

aimed at providing a model that can be used to forecast gross domestic product in 

Nigeria using the Box-Jenkins approach. Quarterly data on Nigerian GDP from 

the first quarter of 1990 to the second quarter of 2013 were used for this purpose. 

The time plot and preliminary analyses of the data called for log transformation 

and first order differencing of the data to achieve stationarity. Plots of the 

autocorrelation function (ACF) and partial autocorrelation function (PACF) of the 

transformed and differenced series suggested that SARIMA (2, 1, 2)x(1, 0, 1)4 be 

fitted to the data. The ACF and PACF of the residuals from the fitted model 

behaved like those of a white noise process. These confirmed the adequacy of the 
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fitted model. The model was then used to forecast GPD in Nigeria for a period of 

one year.  

Mathematics Subject Classification: 62M10 

Keywords: Gross domestic product; log transformation; differencing; stationarity; 

white noise process 

 

 

1  Introduction  

The gross domestic product (GDP) is an important economic tool for 

determining how good the economy of a country is. It is generally viewed as the 

monetary value of all finished goods and services produced within a country at a 

particular period of time (Abdulrahem, 2011). A country is said to have good 

economy if its GDP is relatively high. 

Several studies involving the gross domestic product have been carried out. A 

good number of such works dealt the relationships between GDP and other 

economic variables. For instance, Abdulrahem (2011) examined the sectorial 

contribution of GDP in Nigeria using a set of time series data and multiple linear 

regression analysis. An empirical analysis of the contribution of agriculture and 

petroleum sector to the growth and development of the Nigerian economy for the 

period 1960-2010, was carried out by Umaru and Zubaru (2012).  These authors 

pointed out that all the variables in their proposed model were stationary and there 

was no structural break within the period under review. Efiok et al. (2012) 

determined the extent to which human capital cost influences gross domestic 

product in Nigeria with the help of ordinary least squares (OLS) regression. His 

findings remains that human capital cost significantly affects GDP in Nigeria. 

Nwabueze (2009) investigated the causal relationship between gross domestic 

product and personal consumption expenditure of Nigeria using regression 

analysis.  
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Gross domestic product data comprise of observations made at equally spaced 

intervals of time. For example, the gross domestic product in Nigeria is usually 

computed and recorded on quarterly basis. It can therefore be deduced that such 

data are time series data. Thus, the analysis of GDP as a single variable requires 

an appropriate method of time series analysis. A well known method of analyzing 

time series is discussed in Box et al. (1994). The properties of GDP series of many 

countries have been identified from time series analysis point of view. On this 

note, Reininger and Fingerlos (2007) established that gross domestic product in 

Belgium is non stationary in mean and variance. Similar findings were made by 

Etuk (2012) who emphasized that Nigeria GDP series is seasonal and non 

stationary in mean level. 

It is a common practice to obtain the log of GDP series before it is analyzed by 

Box and Jenkins method (Gujarati and Porter, 2004). The consequences of 

ignoring transformation when it should actually be applied cannot be 

overemphasized. A variance that changes over time affects the validity and 

efficiency of statistical inference about the parameters that describe the dynamics 

of the level of a time series (Hamilton, 1994). Moreover, proper transformation of 

a time series is one way of avoiding model misspecification (Delurgio, 1998). The 

objective of this study is to build a suitable model for forecasting GDP in Nigeria. 

For this purpose, the GDP series will be examined for both level nonstationarity  

and variance nonstationarity prior to its analysis.  

 

 

2  Transformation of Time Series Data  

 In time series analysis, a time series that is not originally stationary can be 

made stationary in variance by dint of an appropriate transformation. Many forms 

of transformation have been proposed in the literature. These include log 

transformation, square transformation, square root transformation, inverse 

transformation among others. Akpanta and Iwueze (2009) proposed a method of 
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determining the type of transformation to apply to time series data. Their method 

is based on the equation: 

    ieie Xloglog
^ ∧∧

+= βασ                        (2.1) 

  The model (2.1) simply describes the relationship between annual standard 

deviations 
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3  Review of Box-Jenkins Methodology   

Model building using Box-Jenkins methodology involves three main stages 

namely identification, estimation and diagnostic checking (Box and Jekins,1994). 

 

 

3.1 Identification 

At this stage of time series modeling the analysts intends to suggest a 

tentative model to a time series by examining the time plot and the graphical 

representation of each of the autocorrelation function and partial autocorrelation 

function. Such plots could reveal certain properties of a time series like 

nonstationarity and outlier. The sample correlogram and partial correlogram help 

us to determine the orders of p, d, q in the autoregressive integrated moving 
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average (ARIMA (p, d, q)) model: 

  ( )( ) ( ) tt
d eBθXBB =−1φ                           (3.1) 

where ( )Bφ  and ( )Bθ  are polynomials of orders p and q respectively, d is the 

order of non seasonal differencing and te is a white noise process. 

Sometimes, the sample autocorrelation function (ACF) and partial 

autocorrelation function (PACF) of a time series are characterized by spikes at 

multiples of the seasonal lag 4 for quarterly time series data. To account for 

seasonal variations in a time series of this kind, there is need to generalize the 

ARIMA (p, d, q) to the seasonal autoregressive integrated moving average 

(SARIMA) model. The multiplicative seasonal autoregressive integrated moving 

average (SARIMA (p, d, q) x (P, Q, D)) S model is given by Box et al 1994 as  

    ( )( ) ( ) t
S

t
dS eBθBXBBB )(1)( Θ=−Φ φ                          (3.2) 

where B  is the backshift operator, )( SBΦ  and )( SBΘ are polynomials in 
SB of degrees P and Q respectively, ( )Bφ  and ( )Bθ  are polynomials in B of 

degrees p and q respectively and S is the periodicity of the time series. Again, d 

and D refer to the orders of nonseasonal differencing and seasonal differencing in 

that order. For the series to be stationary, the zeros of  )( SBΦ  and ( )Bφ  must 

lie outside the unit circle while it is invertible whenever the absolute values of 

zeros of )( SBΘ and ( )Bθ  exceed unity.     

 

 

3.2 Estimation 

Parameters of the tentatively proposed models are estimated using one of the 

method of moments, maximum likelihood method and non-linear least squares 

approach (Ion and Adriana, 2008; Montgomery, 2008). These methods of 

estimation can now be employed with the help of statistical software. In this study, 

MINITAB is used for estimation of the parameters of the proposed model.  
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3.3 Diagnostic Checking 

 Once a tentative model has been fitted to a time series, the adequacy of such a 

model has to be ascertained. If the model is suitable, its associated residuals must 

possess characteristics of a white noise process. We therefore expect the residuals 

to come from a fixed distribution with a constant mean (usually zero) and a 

constant variance when the fitted model is appropriate (Ion and Adriana, 2008; 

Wei, 2006). Failure of the residuals to satisfy these assumptions simply suggests 

that a more appropriate is required. 

 

 
4  Results and discussion 

In this section, the steps discussed in section 3 are used to analyze the Nigeria 

GDP series from the first quarter of 1990 to second quarter of 2013. This data can 

be retrieved from the website www.nigeriastat.gov.ng. The time plot of the series 

is shown in Figure 1. 
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Figure 1: Time plot of Nigerian GDP series 

http://www.nigeriastat.gov.ng/
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Careful examination of Figure 1 reveals that the GDP series is not stationary 

in mean and variance. The regression model based on the natural logs annual 

means  and annual standard deviations is  

 ieie Xlog42.115.9log +−=
∧

σ              (4.1) 

Since 
∧

β =1.42 is approximately equal to 1, we apply the log transformation to the 

data. Figure 2 contains the time plot of log of the GDP series. 
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Figure 2: Time plot of log of Nigerian GDP series 

 

As shown in Figure 2, log transformation appears to make the variance of the 

series more stable. However, there is need for differencing to attain stationarity. In 

Figure 3, we give the graphical representation of the autocorrelation function of  

the first differences of the log GDP series. 
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Figure 3: Correlogram of first differences of logs of Nigerian GDP 

 

 

There seem to be spikes at lag 2 and lag 4 of first differences of the series as 

shown in Figure 3. This simply indicates that the GDP series is seasonal. For 

proper model identification, we examine the partial autocorrelogram in Figure 4. 
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Figure 4: Partial correlogram of first differences of logs of Nigerian GDP 

 

It be can observed that the partial correlogram is characterized by spikes at 

lag 2 and lag 4. From the foregoing, SARIMA (2, 1, 2) x (1, 0, 1)4 is tentatively 

fitted to the data. 

The estimates of the parameters of the models are shown in Table 1. 

 

Table 1: Estimates of Parameters of  SARIMA (2, 1, 2) x (1, 0, 1)4 Model 

 

Type Coefficients 

AR 1 -0.0042 

AR 2 0.7590 

SAR 4 0.9866   

MA1 0.0183 

MA2 0.8938 

SMA 4 0.6713 

Constant 0.0001560 
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Figure 5 shows the correlogram of residuals from the fitted model. 
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Figure 5: SARIMA (2, 1, 2) X (1, 0, 1) 4 residual ACF plot 

 

 

Obviously, Figure 5 represents the autocorrelation function of a white noise 

process. Next, we critically examine the residual partial correlogram in Figure 6. 
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Figure 6: SARIMA (2, 1, 2) X (1, 0, 1) 4 residual PACF plot 

 

 

Figure 6 indicates that there is certainly no pattern left in residual partial 

autocorrelation function. We then conclude that the residuals form a white noise 

process. This confirms the adequacy of the fitted model. Plots of the actual data 

and the predicted values of GDP are contained in Figure 7. The original series is 

graphed using the circles while each plus sign in the plot represent a predicted 

value of the series.  
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Figure 7: Plots of quarterly Nigerian GDP series and its predicted values 

 

 

Visual inspection of Figure 7 simply suggest that the SARIMA (2, 1, 2) X (1, 

0, 1) 4 model fit the data well. 

One of the primary objectives of time series analysis is to forecast future 

values of a time series. Using the fitted model, the following forecast values of the 

GDP series in Table 2 are obtained. 

 

Table 2: GDP forecast for the last two quarters of 2013 and first two 

quarters of 2014 

Period Forecast 

93 10457186.46 

94 11342871.01 

95 12699840.6 

96 12758394.44 

 

Furthermore, there exist some similarities between the results obtained in 

this study and the one given by Etuk (2012). Our reason is that both studies 
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stipulates that the GDP series is seasonal. However, the fitted models in both cases 

are different. This could be as a result of the additional characteristic (variance 

nonstationarity) of the series considered in this study. 

  

 

5  Conclusion 

In this paper, we used Box-Jenkins procedure to model Nigerian GDP series 

from 1999 to the second quarter of 2013. The time series was found to be non 

stationary in mean and variance. Log transformation and first order differencing 

satisfactorily rendered the series stationary. SARIMA (2, 1, 2) X (1, 0, 1) 4 was 

tentatively fitted to the GDP series following careful inspection of its 

accompanying plots. Analysis of residuals from the fitted model confirmed the 

adequacy of the model. 

 A comparison between the model and one previously proposed in the 

literature showed some differences. We therefore, conclude that proper 

transformation and differencing of time series can lead to change in model 

structure. Thus, Care should then be taken to apply these transformations to time 

series data when necessary.  
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