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Abstract. This paper is devoted to study the positive solutions of nonlinear singular two-
point boundary value problems for second-order impulsive differential equations.The existence
of positive solutions are established by using the fixed point theorem in cones.
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1. Introduction

Impulsive and singular differential equations play a very important role in modern applied
mathematics due to their deep physical background and broad application. In this paper,we
consider the existence of positive solutions of

—u" = g(x,u), xel,

AU gy, = Ix(u(zy)), k=1,2,---,m, (1.1)
Ry (u) = aqu(0) + B1u/(0) = 0, ’
Ry (u) = agu(l) + Bou/(1) = 0,

here aq, 09,082 > 0,81 < 0,03 + 2 > 0,03+ 6% >0, I = [0,1], I' = I\ {z1,22,  *, T},
0<z1 <2< <Zy <1, RT =[0,400), g€ C(I x RT,R"), I, e C(R",RT), Au/|y—y, =
u'(z) — o/ (x), W/ (x) (respectively u/(z;)) denotes the right limit (respectively left limit) of
u(x) at x = xy.

In recent years, boundary problems of second-order differential equations with impulses have
been studied extensively in the literature(see for instance [1-9] and their references).In[1],Lin and
Jiang studied the second-order impulsive differential equation with no singularity and obtained
two positive solutions by using the fixed point index theorems in cone. However they did not
consider the case when the function is singular.Motivated by the work mentioned above,we study
the positive solutions of nonlinear singular two-point boundary value problems for second order
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impulsive differential equations (1.1) in this paper.Our argument is based on the fixed point
theorem in cones.

Moreover,for the simplicity in the following discussion,we introduce the following hypotheses.

Hy): There exists an ¢y > 0 such that g(x,u) and I (u) are nonincreasing in u < gg,for
g\z, g

each fixed z € [0, 1]
(Hz):  For each fixed 0 < 0 < gg

! a1y — Brag + B2 — aoy
0</ , 0)dy < oo
og(y(al—ﬁl az + B2 )6)dy

(H3):  ¢1(x) is the eigenfunction related to the smallest eigenvalue A; of the eigenvalue

problem —¢" = \¢, Ri(¢) = Ra(¢) = 0.

m

I°° (k)1 (k)
H : > + a IEZl a —Qaox < )\ ?
( 4) g fol( a11_BB11 225_2‘_[322 Y1 (2)dz 1
0o __ 14 g(z,u) 00 N I (w)
where ¢°° = limsup max 2=,  I°°(k) = limsup =,
u—4o0 z€[0,1] U—~4-00

Theorem 1. Assume that (H;) — (Hy) are satisfied. Then problem (1.1) has at least one
positive solution uw .Moreover,there exists a 8* > 0 such that

w, 1T — B1 ag + B2 — anx
>
u(z) 2 07 a1 — B s + B2

), zelo1]

2. Preliminary
In order to define the solution of (1.1) we shall consider the following space.
PC'(I,R) = {u € C(I, R);ul|($k7xk+1) € C(zk, Tpt1), u’(x,;) =/ (zy), 3U(2]), k=1,2,---,m}

with the norm ||u||pcr = max{||u||, |||}, here ||u|| = sup |u(z)|, ||[¢/|| = sup |v/(x)|. Then
z€[0,1] z€[0,1]
PC'(I, R) is a Banach space.

Definition 2.1: A function u € PC’(I, R)NC?(I', R) is a solution of (1.1) if it satisfies the
differential equation
' +g(z,u)=0, xzel

and the function u satisfies conditions Au/|y—,, = —Ii(u(zg)) and Ry (u) = Ra(u) = 0.

Let Q=1IxTand Q1 ={(z,y) € Q0 <z <y <1}, Q2= {(z,y) € Q|0 <y <z <1}. Let
G(z,y) is the Green’s function of the boundary value problem

—u" =0, Ri(u) = Ra(u) = 0.



Following from [6], G(z,y) can be written by

(a1z—B1) (e +P2—a2y) (1:
L w b) 7y) 6 Q17
G(-T,y) T { (c1y—p1) (a2 +B2—asx) (1; y) S QQ. (21)

w

where w = a1 (ag + B2) — frag >0

It is easy to verify that G(z,y) has the following properties:
(i): Glz,y) 20, (z,y) €[0,1] x[0,1]
(i): G(z,y) <G(y,y), (z,y)€[0,1] x[0,1]

(iii): G(z,y) > min{ Gt extbaomry Gy y)

> (At prastioat) Gyy)  (z,y) €10,1] x [0, 1]

Consider the linear problem
—u"(z) = Mu(z), Ri(u) = Ra(u)=0.

By the theory of ordinary differential equations, we know that there exists an eigenfunction
¢1(x) with respect to the first eigenvalue A\; > 0 such that ¢1(x) > 0 for x € (0,1).

Lemma 2.1 If 4 is a solution of the equation

1 m
u(e) = [ Gloy)g(y ulw)dy + - Gl Ii(u(wn), o € 1 (22
k=1

then w is a solution of (1.1).

In fact by using inequalities (i), (ii) we have that

1 m
Jull < [ G gt u)dy+ 3 Gl an) hutzy)
k=1

and

a1z — B ag + By — o

a1 — B ag + (B2

a1z — B1 ag + P2 — aor |

+ G(xp, zp) L (u(x

(041—61 Y )kz::l (ks 7)1 (u(2))
a1z — B ag + B2 — g

a1 — B ag + 32

) [ Ggty, utw)dy

Mlwll, = € 0,1].

3. Main Results

Existence in this work will be established by using a general cone fixed point theorem given
in [2,3].
Lemma 3.1:Let E = (E,| - ||) be a Banach space and let K C E be a cone in E ,and || - ||



be increasing with respect to K .Also, r, R are constants with 0 < r < R. Suppose that
O (QR\Q)NK — K(Qr ={u € E, ||ul| < R} )is a continuous,compact map and assume that
the conditions are satisfied:

(1) ||Pu|| > z, for u € 09, N K

(i7) u # p®(u), for p € [0,1) and u € NN K

Then ® has a fixed point in K ({u € E :r < |ul| < R}.

Proof. Let K be a cone in E given by

a1z — B ag + B — g
a1 — B ag + B2

K = {u e Biu(@) > ( Jull, € 1}.

while E is the Banach space of continuous functions defined on [0, 1] with the norm
Jull == maz{ju(z)| -0 <z < 1},
Now,let 7 > 0 be such that
r < min{eo, /01 G599y, c0)dy + S Gl o) k(o)) (3.1)
k=1
and let R > r be chosen large enough later.
Let us define an operator ® : (Qz\Q,)N K — K by

@)@ = [ Gty u@)dy + > Gl a (), =€ 1
k=1

First we show that ® is well defined.To see this, notice that if u € (Qg\Q,)NK then

r < Jlul < R and u(x) > (ifrostlaty)y | > (Ui aatl_nar), () < < 1. Also notice
by (Hy) that

o x — B og + B2 — g
a1 — B ag + B2

g(z,u(x)) < g(x, ( )r), when 0 < u(z) <7,

and
< < R.
g(z,u(x)) < max, Orélgglg(:n,u) when r <u(z) <R
These inequalities with (Hy) guarantee that @ : (Qg\Q,) N K — K is well defined.

Next we show that ® : (Qg\Q,)NK — K If u € (Qr\) N K, then we have

[l < [ G oty u)dy + 3 oz Ieulan)
k=1

a1z — frag + B —agz, (1
(@u)(e) > (A ARIB Gy u)dy

a1x — B ag + P2 — anz
G(xp, xp) I (u(x
ar — B ag + B2 )kzl (@i, 1) In(u(er))
a1z — B ag + B2 — o
a1 — B ao + (B2

+

(

)| Pul|, = € [0,1].
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ie.duc Kso®: (Qr\Q)NK — K.
It is clear that ® is continuous and completely continuous.

We now show that
[[Dul| > [Jull, for uedQ, (K (3.2)

To see that,let u € 0Q, (N K ,then ||u|| = r and u(x) > (ngc_ﬂﬁll aQZfiﬂS‘”)r for x € [0,1]. So
by (Hp) and (3.1) we have

@05) = [ GGty + 36 ()

L1
= G(i,wg(y,mdwZG<§,ask>Ik<r>
> /G 5 Y9 y,éoderZG zk) Ik (c0)
> r=|ul.

o0 (3.2) is satisfied.
On the other hand, from (Hs), there exist 0 < e < Ay — f* and H > p such that

1
— + — Oo
=g [ g s > Z ot
g(z,u) < (¢ +e)u, Ix(u) < (I*(k)+e)u Yzel0l], u>H. (3.3)
Let C = ,Max max, g(z,u) + kzl ax, I (u), it is clear that
arr — B ag + B2 — o
< C 0
gl u) < gla, (AT ) o (g oy,
a1z — fr o + B2 — asw o0
I (u) < Ip(( )r) 4+ C+ (I°(k) + e)u,V x € [0,1],u > 0.
— b ag + B2

Next we show that if R is large enough ,then pu®u # u for any v € K (9Qg and 0 < p < 1.
If this is not true ,then there exist ug € K (02 and 0 < pg < 1 such that poPug = ug. Thus

uo|| = R > r and ug(x) > (Q2=b1aetbo—cszyp Clearly po > 0. Note that ug(x) satisfies
a1—p1 axt+fa H

ug(x) + Mﬂg(xvuO("E)) = Oa HAS I/,
_Au6|$:$k = /L()Ik(U()(l'k)), k= 17 27 s, M,
a1up(0) + Srug(0) =0

agug(1) + Baug(l) = 0.

(3.4)

Multiply equation (3.4) by ¢1(x) and integrate from 0 to 1, use integration by parts in the
left side, notice that

/¢1 dx—/o 1 () dudy ( +Z/mk+1 2)duly(z +/ &1 () dul(x)



= dr(en)uhla —0) = 61(0)u5(0) — [ upla)dh (0)da
m—1

Y (k) (ris —0) = o (xup(a+0) = [ ) ()] + (1) (1)

k=1

— balenub(en )~ [ ()} (@)da
- —zAuO r)oa(a) — [ G + o1 (1) ~ 61(0)u0).

Also notice that

[ i@ = [ o @duta

1
= h(Duo(1) = 64 (0)un(0) = [ uolw)df (@)da
= G Wu0() ~ G O0u(0) + A [ uoa)r ()i

thus,by the boundary conditions, we have

1 m 1
| ar@pug@de = =3 Aup(en)én(e) = 6 (Duo1) + 6 (0)uo(0) = M [ uo(a)n(e)de

k=1

+ Gr(Luh(1) — 1(0)uh(0)
m 1
S SLUCREICARDY /O wo(@)n (z)de

m 1
= > noTk(uo(e)ér(an) ~ M [ uol@)on(a)ds
k=1 0
So we obtain

1

n Luo(@)dn(@)de = oS Tu(uo () () + po /0 9(z, uo(x)) ()

k=1

Z ) + &)1 (z)up(zy) + Ckz:l o1(zk) + Z I( /8/811 a2 ‘;251—52042x )r)o1 (k)

k=
+ (g°°+€/¢1muomdx+0/ ¢1xd:l:+/ qﬁlxgac,(alx_ﬂlaQ—i_ﬁQ_aﬂ
0 0 0 ar =081 az+ B

)r)dx
Consequently,we obtain that
1
(M —g> — E)/O x)dr < Z I°°(k) + &)1 (xg )uo(zk)

! a1x — 1 ag + B2 —
+ [ o (TR0

28V da + C(Z b1 (zx) + /0 o (@)da)
k=1

- a1z — [ o + B2 — asw
- ,;Ik( a1 — B ag + B2 Jr)és(e)




(Oé1fv—51 ap + B2 — agx
o —f ag + B2

< ol S0+ ntan) + [ on(aa )iz
k=1

> anlon) + [ onloyn) + 3 (L O Bty
k=1

1 ar — B g + fo

We also have

! Loz — frag + B2 — anx
| w@r @ = fuol [ (RO )

Thus

1 - +B2— +
I mmm%%mmc@ o1 (e)+ [} 61()dw) +z I (S 222022002 ) ) g ()

[uoll <

m
(A —g>®—e) fo (aallac:ﬁﬁll % #1(x) dx_z 1°°(k)+¢€) b1 (z)
k=1

=: R.

Let R > max{R, H}. Then for any u € K 0 and 0 < p < 1, we have u®u # u. Hence all
the hypotheses of Lemma 3.1 hold.then ® has a fixed point v in K ({u € E : r < ||u|| < R}, and

u(z) > (‘Ef__él O‘QZfiESQCC)T for z € [0,1]. Let 6* := r; then we complete the proof of Theorem 1.
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