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Abstract In this paper, the author used the variational iteration method (VIM) to find the analytical solution
to homogeneous and inhomogeneous partial differential equations. Few numerical examples were presented
to show the effectiveness and efficiency of the method. It was observed that by carefully chosen a very
good choice of initial guess leads to a solution in a closed form. The method is elegant and reliable.
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1.0 Introduction

Partial differential equations; linear or nonlinear, homogenous or inhomogeneous has many applications to
real life problems that arise in science, engineering and technology.

There are many numerical methods for the solution of different types of differential equations such as
Adomian decomposition method [1-3], homotopy perturbation method [4], variational iteration method [5-
9], modified variational iteration method 14-15]. Results by various researchers [1-15] have shown
reliability, efficiency and applicability of these methods.

In this paper, a variational iteration method for the solution of homogeneous and inhomogeneous partial
differential equations is presented. It is to be noted that the Lagrange multiplier reduces the iteration on
integral operator and also minimizes the computational time. The method requires no transformation and or
linearisation of any forms. Some numerical problems and results are presented to show the reliability of the
method.

2.0 The Variational Iteration Method

The basic idea of the He's Variational Iteration Method (VIM) [5-9], can be explained by considering
the following nonlinear partial differential equations

LU A NU = G(X) + ettt ettt ettt ettt ettt bt et et ettt er ekt b e e b e e Q)



Where L is the linear operator, N is the nonlinear operator and g(x) is the inhomogeneous term. According
to the method, we can construct a correction functional as follows

The corresponding variational iteration method for solving (1) is given as

u, ., (X)=u, (x)+ JX./I IO E L LT T 1 1 I @)

where A is a Lagrange multiplier which can be identified optimally by variational iteration method. The

subscript n denote the nth approximation, u_n is considered as a restricted variation i.e 5L_Jn =0.The
successive approximation u,,, n >0 of the solution u can be easily obtained by determine the Lagrange

multiplier and the initial guess u,, consequently, the solution is given by u =Ilimu,, .

n—oo

3.0 Application and Numerical Results

In this section, six problems will be presented to illustrate the efficiency of the method.
Example 3.1

Consider the following inhomogeneous equation
U —U, =14+2x+2Y, U(0,y) =Y+ Y*,U(X,0) = 2X+3X% oo (3)

The correction functional is given by

U, (xy)=y+y + J'A(s){au”a(z’ Y _ au”;;’ y) -1-2s- 2y)}ds ........................................... 4)

Making the correction functional stationary to obtain A(s) = —1, hence, the iterative formula becomes

tlou,  au
u ., (%y)=y+y? —J.{ aX” —E“—l—Zx—Zy)}ds .................................................................. (5)
0

Consequently, following approximants are obtained

Uy (X, Y) = Y F Y2 XY 4 X7 4 2X ittt s e ss st st s s s s st (6)

Uy (X, Y) = Y Y2 XY 4 X7 4 2X ettt sttt s (7



Uy (X, y) = y+ Y2 +4xy + x° +2x

.............................................................................................. 8)
the closed form and exact solution is given as
U(X, Y) = Y A Y2 A AXY 4 X7 4 2X ettt ettt ettt s st s sttt 9)
Example 3.2
Consider the following inhomogeneous equation
U +U, =2xy° +2%%Y, U(0,Y) = 0,U(X,0) = 0 coorrrorerreeciiess s (10)
The correction functional and iterative formula becomes:
u,.,(x,y)=0- Il(s) 8un(§s, ) + U (SY) 25Y% = 282Y) S cvvieieee e, (11)
S
0
then, following approximants are obtained
2,,2 2 3
u(x,y) =xy +§x 2RSSR (12)
2,2 1 4
u,(x,y)=xy +gx ........................................................................................................... (13)
Ug (X, 1) = XY ettt sttt et et e aa sttt e (14)
U (X, 1) = XY ettt s st s st (15)
The exact solution is given by
(16)

limu(x, y) = XY 2 ettt ettt ettt



Example 3.3

Consider the following equation
Uy, +Uy, =20, U(0,Y) =€",U(X,0) = 8 oo @an

The correction functional is given by

u,,(x,y)=e’- Jx.{au“;:’ y) + au“;;’ y)_ 2u(s, y)}ds ............................................................... (18)

from (18), following iterations are obtained

U (X, ) = 87 B e bt (19)
XZ

u,(x,y)=e’ +xe’ +?ey ........................................................................................................ (20)
x? x*

u3(x,y)=ey+xey+?ey+€ey ........................................................................................... (21)

The series solution is given by

2 3 4 5 6
u(x,y)=e’ + xe’ ey Xy Xy Xy X vy

2! 3 41 5! 6!

S b s s (22)

=+ X+—+—+—+—+—+

20 3 4 5 6
and the closed form solution is
(X, Y ) = 8 et et et b bRt bbbt er e e (23)

which is the exact solution.



Example 3.4

Consider the following equation

u,+u, +u, =3, U(0,X,y) =y +7z,uU(x,0,2) = X+ Z,U(X,¥,0) = X+ Y o, (24)
The correction functional and formula is given by
[| OUy(s,y,2)  ou,(s,y,2)  ou,(s,Y,2)

Uy, (X, y,2)= zZ- —3) [AS e 25

va(%Y,2) =y + j{ s et a ) (25)
Consequently, following approximants are obtained
Uy (X, ¥) = XA Y A Z e e e e et e s (26)
Uy (X, ) = XA Y Z o e e e r e e (27)
U(X, V) = XA Yt Z ettt ee bbb bt et b s (28)

This is the exact solution to (24).



Example 3.5

Consider the following equation
u, +u, +u, =3u, u(0,x,y)=e"",u(x,0,2) =€, u(X,¥,0) = & o (29)

The correction functional is given by

s (XY, 2) =77 — | Uy (8,:2) | Un(8:Y:2) | Un(8Y:2) e pyls (30)
5 0s oy 0z

therefore,

U (X, ) = 77 XY et bbb et (31)
XZ

u,(x,y)=e""* +xe’™ Jr?ey+Z ...................................................................................................... (32)
x? x®

_ AYtZ y+z N ayHz AP Ay
Us(x,y)=e’" +xe’™* + 2!e + 3!e e b ettt nnes (33)

The series solution is given by

x2 x* x* x® X

—_ aYt? T T M M
u(x,y) =e (1+x+2!+3!+4!+5!+6!+... ...................................................................... (34)

and the closed form solution is

U, Y ) = 8 e ettt et et e b h e b b et bRt R e et et b b e b e ene e (35)



Example 3.6
Consider the following equation

U, —u, =0, u(0,y)=5INY.U(X,0) = SIN X.corirrririiiiiriiii e (36)

The correction functional is given by

U, (X, y)=siny— J‘{au (S, y) ou, (5, y)} .......................................................................... (37)

%y

Consequently, following approximant are obtained

Uy (X, Y) = SIN Y A XCOS Y ettt et e s e s s e bbb (38)
XZ
u,(x,y)=siny+ xcosy—?sin TP U VST PT PRSPPI (39)
x? x®
U (x,y) =sin y+xcosy—?sm y—gcosy .......................................................................... (40)
: x> x® x*
u,(x,y) =sin y+xcosy—Esm y—Ecosy—Ismy ......................................................... (41)
: x* . x* x* . x°
Ug (X, y)=siny+ xcosy—zsm y—Ecosy—Zsm y+Ecosy ........................................ (42)

The series solution is given by

2 4 3 5

X® X X* X
u(x,y) =sin y(l_E_EJF )+cosy(x—§+g+...) ...................................................... (43)

and the closed form solution is

U(X, Y) =SIiN XCOXY 4 SIN Y COSX = SIN(X 4 Y) s rverreerrereerieeie et ees e s sre s e e e (44)

which is the exact solution.

4.0 Conclusion

The paper has successfully described and applied the variational iteration method to some partial differential
equations of physical significance. The method provides the solutions in terms of rapidly convergent
series. It is also clear and remarkable that approximate solutions are in good agreement with
analytical solution. The VIM was used in a direct way without using linearization, perturbation or

restrictive assumptions. The method is elegant and reliable.
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