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Abstract

A Grid is mostly heterogeneous system where the computation capa-

bility of each node varies. Therefore, load distribution and load balancing

are among the most important issues in Grid. Some techniques have been

proposed for dynamic and adaptive load distribution, such as relocating

jobs from a high-loaded node to a low-loaded node while retaining job

execution state based on virtual machine and thread migration. In this

paper, we propose a method for dynamic and adaptive load distribution

between computation nodes using mobile thread migration which yields

lightweight job relocation without unnecessary overhead. Using an exam-

ple problem called parallel PrefixSpan, whose computation cost is abso-

lutely unpredictable and which is used in analysis of amino-acid sequences,

we demonstrate effectiveness of our technique through experiments.

1 Introduction

Grid systems, which are composed of a number of volunteer commodity PCs, are

already widely used for various scientific computations. A Grid is mostly hetero-

geneous system, and the computation capability (as well as network bandwidth)

of each node varies. In such system, computation cost of a job assigned to each

node often varies as well. Therefore, load distribution and load balancing are

among the most important issues in Grid, and several related techniques have

been proposed. Some of them are based on static prediction of the computation

cost of all the jobs before execution, and can only be applied to problems with

predictable computation cost.

Several techniques have been proposed for dynamic and adaptive load distri-

bution by relocating jobs while keeping their execution state from high-loaded
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node to low-loaded node during execution. Most of them utilize virtual machine

migration [1, 2, 3]. In this scheme, the cost of transferring the data presents

some overhead. Therefore, more lightweight ways of migration are required.

In this paper, we propose a dynamic and adaptive load distribution technique

for relocating jobs between computation nodes using mobile thread migration,

which leads to lightweight job relocation without unnecessary overhead. There

have already been some proposals on thread migration [4, 5, 6], however they are

based on distributed shared memory (DSM) systems. Mobile thread systems do

not require such underlying platform, therefore they are more lightweight than

DSM-based thread migration. We demonstrate effectiveness of our approach

using an example problem called parallel PrefixSpan used in analysis of amino-

acid sequences, whose computation cost is absolutely unpredictable. Based on

our preliminary study using two PCs [7], we conducted some extended exper-

iments towards practical evaluation. In this regard, this paper is an extended

version of our previous conference paper [7].

The organization of this paper is as follows. We explain mobile threads,

and our design principle for dynamic migration in Section 2. Section 3 is an

introduction of the example problem, and Section 4 describes a Grid system

based on our technique. We show the results of experiments in Section 5, and

Section 6 presents conclusions of this paper.

2 Migration based on mobile threads

A mobile thread, sometimes also called mobile agent, is a kind of thread, which

can move between computers in a network while keeping its own program code

and execution state [8]. This idea arose to help development and operation

of large-scale network applications. Conventional network applications are de-

signed based on ”communication”. The idea of mobile threads separates com-

putation and physical platform, and unifies computation and communication

instead. Communication is now enclosed within computation, and this encap-

sulation is also expected to reduce network traffic.

To implement this feature, a mobile thread must be able to transfer not

only its information but also its execution context over a network. The source

node suspends the mobile thread, transfer information required to continue

execution to the destination node, and the destination node resumes the thread.

Mobile thread systems already proposed so far include Aglets [9], MOBA [10],

AgentSpace [11], and JavaGo [12], all of which are based on the Java language.
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The Java language and its environment provides multi-platform remote in-

vocation mechanism. Its serialization facility also enables us to send and receive

not only simple values (integers and strings) but also complex objects even in

heterogeneous network environments. However, Java only provides such mech-

anisms for mobile objects, but not for mobile threads. The execution context

of threads cannot be transferred. The systems mentioned above extend Java

language and/or its byte-code interpreter to provide context mobility and basic

mechanism for dynamic class loading.

In order to implement job relocation from a high-loaded node to a low-loaded

node during execution and achieve dynamic load distribution in Grid, mobile

threads have several advantages over virtual machine migration.

• Migration overhead:

The amount of data to be transferred for mobile threads is much smaller

than for virtual machines.

• Variation of execution platform:

Underlying hardware vary from node to node, and sometimes execution

of a virtual machine has some restrictions. Execution of mobile threads

does not have any.

To apply the mechanism of mobile threads to dynamic load distribution, the

system should migrate a thread executing a job from a high-loaded node to a

low-loaded node, or from a low-performance node to a high-performance node.

To realize this approach, we introduce the following two parameters:

• Performance of a computation node Enode.

• Estimated computation cost of a job Ecost.

Enode indicates the processing capacity which the node can execute in a unit

of time. Ecost indicates the workload of a job. We introduce time T required

to complete the job on the node as T = Ecost/Enode. We use T as a parameter

for job migration. Figure 1 shows some examples of criteria for job migration

in the case of two nodes, with the maximum number of jobs being executed

concurrently on a single node is set to 2 for simplicity.

We could make a node control the migration in an autonomous manner,

however it is actually difficult to find an appropriate destination node for mi-

gration in a decentralized manner, therefore we put a central manager which
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always monitors the load of all nodes and controls every migration. Figure 2

shows an outline of the proposed procedure.

The process flow is shown in Figure 2 in general case of more nodes and

larger capacity.

(1) A worker tells its value T to the manager periodically, and asks the man-

ager for an appropriate destination node.

(2) The manager replies with the information about the lowest-loaded node,

which has the smallest value T out of all nodes.

(3) The worker determines whether to migrate its job or not, according to the

criteria whose simple version is shown in Figure 1.

3 Example problem: PrefixSpan

As an example problem in which the computation cost of each job changes

dynamically and cannot be predicted before computation, we use “PrefixSpan”
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Figure 1: Criteria for job migration.
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Figure 2: Outline of migration mechanism.
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proposed by Pei et al. [13] [14], which is an algorithm for sequential pattern min-

ing. Sequential pattern mining is extracting frequent substrings out of a given

database of sequences, and is often applied to analysis of amino-acid sequences.

The essence of PrefixSpan is as follows (quoted from [13]):

A sequence is a linear combination of characters such as alpha-

bets. A sequence database is a set of tuples 〈sid, s〉, where sid is a

sequence ID and s is a sequence. A tuples 〈sid, s〉 is said to contain

a sequence α, if α is a subsequence of s, i.e., α ⊑ s. The support

of a sequence α in a sequence database S is the number of tuples in

the database containing α, i.e.,

supportS(α) = | {〈sid, s〉 | (〈sid, s〉 ∈ S) ∧ (α ⊑ s)} |.

Given a positive integer ξ as the support threshold, a sequence α

is called a frequent sequential pattern in the sequence database S

if the sequence is contained by at least ξ tuples in the database,

i.e., supportS(α) ≥ ξ. Given a sequence database and a minimum

support threshold, the problem of sequential pattern mining is to

find the complete set of sequential patterns in the database.

Given a sequence s = 〈a1, a2, . . . , am〉, the sequence 〈a1, a2, . . . , aj〉

(1 ≤ j ≤ m) where a1 6= a, a2 6= a, . . . , aj−1 6= a, aj = a is called

a prefix of s for a(prefix(s, a)), and the sequence 〈aj+1, . . . , am〉 is

called a postfix of s for a(postfix(s, a)). Let α be a frequent sequen-

tial pattern in the sequence database S. A projected database S|a is

made by solving postfix(s, a) for each sequence s in S. Searching of

frequent sequential patterns is done by making projected databases

repeatedly.

Now we present a parallel processing version of PrefixSpan. It is based on

the master-worker framework. A frequent sequential pattern with length k is

called an k-frequent pattern. A job is to extract k + 1-frequent patterns and

the ones after them from a k-frequent pattern. Initially, the central manager

creates some jobs which correspond to k-frequent patterns extracted using the

user-specified threshold k. Each job is assigned to a thread extracting all the

following frequent sequential patterns with the depth-first search method. A

thread completing its job asks the manager for a new job repeatedly until all

the jobs in the manager are processed. There has been a proposal similar to this

[15], however they are a parallel version of their own “Modified PrefixSpan.”
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The parallel PrefixSpan has the following characteristics:

(1) A job does not have any mutual dependences, and can be processed inde-

pendently.

(2) It is not possible to predict the number of frequent sequential patterns

extracted out of one job, nor the time required for extraction in a static

analysis before computation. This is because both of them depend on the

characteristic of the sequence.

(3) The difference between the computation cost of jobs tends to get larger

during execution.

4 System design and implementation

Our system prototype implements dynamic load distribution based on mo-

bile threads applied to a problem with inherently unpredictable characteristics,

namely the parallel PrefixSpan. Job migration is implemented using a mobile

thread system, JavaGo [12], because it does not require any special runtime

environment unlike other systems. Figure 3 shows an overview of our system,

in which the migration server is a part of JavaGo.

According to the process flow shown in Figure 3, each Grid node performs

the following steps.

(1) The master process extracts k-frequent patterns from given 1-frequent

patterns using a user-specified threshold k with breadth-first search.
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Figure 3: System overview.
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(2) All jobs are stored in the global job pool.

(3) The master thread picks a job out of the global job pool.

(4) The master thread receives a global job request from the worker process,

and sends a job to it. The worker process extracts s-frequent patterns

(where s > k) from the k-frequent pattern using breadth-first search.

(5) All jobs are stored in the local job pool.

(6) The worker process picks a job out of the local job pool unless the local job

pool is empty, and does extraction using depth-first search.

(7) The worker process periodically communicates with the manager process

during extraction, reporting its searching cost, and asking for appropriate

destination migration server.

(8) The manager thread updates and maintains the database based on the

reports and requests from the worker process.

(9) If necessary, a thread is migrated to themigration server in another process

on another node.

(10) When the local job pool is empty, the flow goes to (11). Otherwise, it goes

back to (6).

(11) When the global job pool is empty, all the processes terminate. Otherwise,

the flow goes back to (3).

We need two parameters to realize the flow, which are mentioned in Section

2: the performance of a computation node and the estimated computation cost

of a job.

The performance is approximated by the number of branches in a search

tree which the computation node can search in one second. The value can be

obtained from a preliminary benchmarking of the system.

The estimated computation cost of a job must be estimated using both

(1) the current progress of searching Ndone, and (2) the number of branches

already traversed Tpast. From the computation cost for the past search Tpast,

the computation cost for the remaining search Tfuture is calculated as

Tfuture = Tpast × (1 −Ndone)/Ndone
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Figure 4: Example of cost prediction.

We estimate Ndone assuming that the search tree is balanced, i.e. the size

of each subtree is the same. Figure 4 shows the detail of estimation using three

subtrees. In this case, after completing the search in one subtree, we estimate

that Ndone = 1/3.

5 Experiments and evaluation

We conducted some preliminary experiments, using two and four PCs.

5.1 Experiments using two PCs

We have implemented a prototype for experimental evaluation of our system

design. It is composed of two PCs of different performance as shown in Table

1. Table 2 shows migration overhead between PCs measured during the exper-

iments. JavaGo does not actually achieve the optimal performance compared

to other mobile thread systems, however it is much faster than virtual machine

Table 1: Experiment setup.
High-perf. PC Low-perf. PC

CPU Intel 3.00GHz AMD 1.80GHz
Memory 2GB 1GB

OS Linux 2.6
Network 1000Base-T

Mobile threads JavaGo 3.1.1
Performance

180,000 17,000
(branches/sec)

Table 2: Migration overhead.
Maximum 1,356 [ms] Minimum 598 [ms] Average 820 [ms]
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migration [16].

Character strings of the alphabet used in the experiments are taken from

public sequence data at PROSITE [17]. They contain 6 sequences of 50 char-

acters with 300 characters in total. The minimum support is set to 6. The

threshold of the workers is between 1 and 3, and the threshold of the master is

also between 1 and 3. The number of jobs that a node can execute simultane-

ously is set to 2. Therefore, the policy of the job migration is the same as one

shown in Figure 1.

We compared the processing times of execution without migration and ex-

ecution with migration. The results are shown in Figures 5 (a), (b), (c) and

Figures 6 (a), (b). The numbers in parentheses indicate the threshold of the

master and the threshold of the workers. Each worker communicates with the

master every 100,000 cycles of branch traversals.

Figures 5 (a), (b), and (c) show that the processing times of the PCs differ
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much without migration, while they are almost equal with migration. This is

because a job with high computation cost is migrated from the low-performance

PC to the high-performance one.

Figures 6 (a) and (b) show that without migration, the difference of the

processing times between two PCs becomes small when the threshold of master

is increased. This is because when the threshold is high, the master makes many

jobs, each of which is small enough, so that the load of workers is well balanced.

However, in this case, most searches are done not on the workers but on the

master. Such case does not make sense in practical Grid systems. Figures 6 (a)

and (b) also show that the processing time is shorter without migration. This

is because of the migration overhead.

Figure 7 shows the result when the communication intervals between the

workers and the master are changed from 100,000 to 300,000 cycles of branch

traversals. The figure shows that the communication interval does not affect

the outcome much.
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Next, we investigated the effect of the PC performance. We used two high-

performance PCs, one of which had variable CPU utilization from 10% to 100%

and acted as a low-performance PC. Then we measured the performance increase

rate (or improvement), which is defined as

(1 − Tmig/Tnomig)× 100 [%]

where Tmig is the processing time with migration, and Tnomig is the one

without migration. Figure 8 shows that the larger is the difference between

the PC performance, the more is the effect of migration. If one PC has only

10% power of the other, the migration improves 87.7% of the processing time,

while if two PCs have the same performance, migration actually degrades the

processing time.

We also measured load transition in two PCs. Figure 9 shows the transition

when one PC’s CPU utilization is limited to 50%. The solid line corresponds
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to the high-performance PC, while the dashed line shows the low-performance

PC. Migration took place around the 370th time slot, then the load of the low-

performance PC decreased and the load of high-performance PC increased. The

same was observed around the 20th, 490th, 540th, and 660th time slots as well.

The load of the low-performance PC was rising from the 220th time slot to the

370th, however the migration took place when the high-performance PC became

ready to accept a new job after completing its own jobs.

5.2 Experiments using four PCs

The system configuration composed of four PCs is shown in Table 3. Table 4

shows migration overheads between PCs measured during the below experiments

in this configuration. The thresholds of the master and workers are set to 1.

We compared the processing times of following three executions:

(1) Execution without migration.

(2) Execution with random migration.

(3) Execution with migration based on the appropriate cost prediction.

In random migration, a job is migrated to any random destination node with

a fixed probability. The probability is determined so that the total migration

number of times becomes almost the same as (3). In the experiment 1, CPU

Table 3: Experiment setup.
PC1 & PC2 PC3 PC4

CPU Intel Intel Intel
CPU Core 2 Duo Pentium 4 Core Duo

3.00GHz 3.06GHz 1.20GHz
Memory 2GB 1GB 1GB

OS Linux 2.6
Network 1000Base-T

Mobile threads JavaGo 3.1.1
Performance ratio

100 36 30
(PC1 as 100)

Table 4: Migration overhead.
Maximum 1,216 [ms] Minimum 583 [ms] Average 836 [ms]
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utilization is not limited in each PC. In the experiment 2, CPU utilization of

PC2 is limited to 60%. By repeating each experiment five times, we obtained

average values. The results are shown in Figure 10 (a) and (b).

Figure 10 (a) and (b) reveal that the processing times of the PCs differ

much without migration, while they are almost the same with random migration

and with our migration technique. Furthermore, the processing time with our

migration technique is faster than the time with random migration. This is

because a job with much computation cost is migrated from the low-performance

PC to the high-performance one appropriately.

We also measured working ratio in four PCs. Working ratio is defined as

Trun/Tmax × 100 [%]

where Trun is the running time of the PC, and Tmax is the latest processing

time in four PCs. The results are shown in Figure 11 (a) and (b). All values

are average of five trials.
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Figure 11 (a) and (b) reveal that the working ratios of the other than PC4

are low without migration and with random migration. As a result, the entire

processing time gets longer. With our migration technique, the working ratios

of more than 80% are kept for PCs, and any PC of the computation resource

is used effectively. The results of Experiment 1 and 2 are similar regarding

processing time and working ratio.

Finally, we show an example of load transition. Figure 12 shows the load

transition of four PCs with random migration and Figure 13 shows the one

with our migration technique. In Figure 12, the loads of PC3 and PC4 are high,

while the loads of PC1 and PC2 are low, and the entire processing time becomes

long. Meanwhile, Figure 13 shows that the loads of PC3 and PC4 are less than

half of those with random migration, and as a result, the entire processing time

becomes short.
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6 Conclusion

In this paper, we proposed dynamic live migration for Grid using the mobile

thread mechanism and proved its efficiency compared to Grid without migration

and with random migration, especially in the case where the disproportion of the

jobs’ computation cost is large. Our migration technique is especially effective

for applications of dynamic nature such as PrefixSpan. However, it is necessary

to design an appropriate system for each specific application, for example, to

introduce appropriate parameters.

We are still at the starting point of this research, therefore there are still

many issues that must be dealt with, such as examining our design in more

rigorous manner on a practical Grid platform.
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