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Abstract: A Transition Probability approach is developed for constructing control charts to monitor attribute processes when sample data sets are collected in linguistic forms.  Resulting performance of Markov chain (MC) theory based control chart called transition probability control chart (TPCC) is compared with that of the membership approach based control chart called fuzzy control chart (FCC). A numerical example is given to illustrate the application of the proposed control charts to check if the FCC performs better than the TPCC in monitoring the quality characteristics of a production process.
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1. INTRODUCTION
The primary objective of engineers and manufacturers who monitor complex production lines is to produce quality items while the production process is operating under stable conditions. Such a goal is achieved by installing appropriate statistical packages in a few modern on-line computers. Any procedure of monitoring that uses statistical techniques to control qualitative or quantitative characteristics of a product is called statistical process control (SPC) method. For example, control charts are frequently used as monitoring tools for monitoring quality characteristics of manufactured products over a period of time to ensure that quality goods are produced.

In 1924,  Walter Shewhart, introduced the control chart which plots the observed data relating to one or more characteristics (variables or attributes) of interest of a product produced by a process on a chart showing the target values, an upper control limit (UCL) and a lower control limit (LCL) to constitute a crisp picture. A simple inspection over the chart enables us to identify whether or not the process is in control. If a few data points fall outside the UCL or LCL, we say that a possible out of control condition due to assignable causes operates within the process.  “Out of control” conditions mean that the process is producing products that are not close to the target value. 

Crisp Set: All possible realizations of a quantitative variable like ‘weight or length of an item’ is a numerical value which we call a crisp number and the collection of such crisp values is called a crisp set. Hence a crisp set has clearly defined boundaries. Each set ‘A’ of the classical set theory has well defined clear boundaries and the membership of elements in the set A can be assessed by the binary terms 0 and 1 and hence a crisp number CN(a)=1 if a 
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A and  CN(a)=0 if aA are  the two true values assigned by the classic propositional logic theory.  
Fuzzy set Theory: Fuzzy sets generalize the classical sets by permitting the gradual assessment of the membership of elements in the real interval [0, 1] through a rule defined by a membership function. Using “Fuzzy theory”, one can measure linguistic terms with reasoning that is approximate rather than accurate. For example, most attribute characteristics of a product that are observed through quality levels or performance types of a product such as good, and bad are not crisp values and hence they are categorized as high standard, medium standard or poor standard are called linguistic terms of the linguistic variable quality level or performance level. Though fuzzy logic has been successfully applied to many fields, it is also considered as a controversial tool among most statisticians who prefer crisp logic. Due to non-clarity or vagueness associated with those terms of the linguistic variable, mathematical rules cannot assign a unique crisp value to any of the linguistic terms but can be transformed into crisp values using the fuzzy set theory introduced by Zadeh (1965).
Researchers have suggested that using the binary classification to measure the degree of satisfaction on the quality levels of a product into confirming (by 1)  and nonconforming (by 0) states as used in the p-chart is not appropriate since there might be a number of intermediate levels and hence the degree of satisfaction can vary from 0 to 1. For example attribute characteristics of a product can be classified into ‘perfect, good, fair and poor’ instead of classifying each product either as good (confirming) and poor (nonconforming). Out of three human judgements made on a product, two judgements may classify its quality level as perfect and the third judgment could classify the same product as either fair or poor since there are no clearly defined boundaries between perfect and good categories or between fair and poor categories. Hence it is not possible to assign a unique crisp value to each of those quality levels ‘perfect, good, fair and poor’ of any product with certainty by human judgements or rules due to the presence of  undefined boundaries or vagueness or imprecision with each of the quality levels but these can be well handled by fuzzy set theory. 
Fuzzy Set F: A fuzzy set F defined in a collection X of base objects x contained in a Universe of discourse U say, is a set of ordered pairs
F= { (x, 
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is called the membership function which maps each member x of the base variable X into a bounded membership space M of non-negative real numbers, whose supreme(sup) value is finite. Also, F is called a normalized fuzzy set if                  
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A Convex Fuzzy Set F: A Fuzzy set F= { (x, 
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A triangular fuzzy set F: A Fuzzy set F= { (x, 
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X}  is called triangular type if it can also be assigned a TFN(triangular fuzzy number)
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, ‘b’ being the mode of F. If b-a=c-b or b=(a+c)/2, it is said to be symmetrical; otherwise asymmetrical. Note that each fuzzy number is also a fuzzy set with
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For constructing control charts firstly a methodology to determine process characteristics is to be developed and secondly a suitable approach is needed to determine the various parameters of the associated control chart. Using the concepts of the Fuzzy set theory, various types of fuzzy control charts have been proposed by Raz and Wang (1990), Kanagawa et al. (1993), Taleb and Limam (2002), Gulbay et al. (2004), Cheng (2005), Hryniewicz(2007), Faraz et al. (2009),  Demirli and Vijayakumar(2010), and  Shu and Wu (2011) to deal with uncertainties associated with categorical data on linguistic terms. Fuzzy control charts developed by Feili and Fekraty (2010), Wang and Raz (1990), Gulbay et al. (2004) and Sorooshian (2013) have some important advantages compared to Shewhart control charts in handling such uncertainties.

A basic requirement for the construction of attribute control charts in each of these articles is that an adequate sample size should be selected to include at least one item in each category of the linguistic variable under consideration such that the normality assumption is not violated. Nevertheless if the output rate of the production process is small then large sample size selection becomes impossible or becomes time consuming and costly. To overcome this drawback this article develops a transition probability approach for constructing fuzzy control charts to monitor attribute levels of processes when data on small sample sizes are collected in linguistic terms (LTs) such as LT1=High Standard, LT2=Medium Standard, LT3=Low Standard, and LT1=Poor Standard. This paper provides a few illustrations by creating hypothetical sample data sets on these LT1, LT2, LT3 and LT4.
Further constructing ‘Fuzzy Control Charts’ similar to that of Shewhart control charts, a ‘normalized Fuzzy Set’ to each linguistic term LTj for j=1, 2, 3, and 4  is assigned as in Raz and Wang, based on the membership functions (4)  that are standardized in [0,1] for the evaluation of product quality in terms of a base variable ‘x’:   
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is 1 for zero value of x then the term that is represented by F corresponds to the best quality and if 
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is 1 for x=1, then the term that is represented by F corresponds to the poor quality.
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Fig-1: Triangular graph of fuzzy sets FLTj for j=1, 2, 3, and 4

The fuzzy set 
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 of (4) is called a triangular fuzzy set which can also be assigned a fuzzy number
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and thus each of them can be graphically represented by a corresponding triangular shape as shown in Fig-1.

Fuzzy Averages: It is then necessary to compute averages which are called representative values as crisp values for each of the above fuzzy sets
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. For such a conversion to each of those fuzzy sets associated with the linguistic terms into a scalar, to act as a representative value, here two ways which are similar in descriptive statistics are presented, assuming the membership functions are nonlinear:                 

 1. Fuzzy  mode( fmod):  The  fuzzy  mode  of  a  fuzzy  set F   with 
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2. Fuzzy median (fmed) : The  fuzzy  median (fmed) of  a  fuzzy  set (F 
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 is the point which partitions the curve under the membership function 
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  of  F  into  equal  regions  which leads to  the following value,
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Thus the representative value rj (either fmod or fmed) using the membership function of each fuzzy subset representing a linguistic term LTj for j=1, 2, 3 and 4 of (4) are  computed and reported in Table-1:
	Table-1:Representative Values rj of membership functions of 
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 for  j=1,2,3,and 4

	 Categories ‘j’
	Fuzzy Mode ( rj)
	Fuzzy Median( rj)

	 LT1 or 1
	0.0
	0.146

	LT2 or 2
	0.25
	0.317

	LT3 or 3
	0.5
	0.567

	LT4 or 4
	1.0
	0.854


Sampling Distribution: Let ‘m’ be the number of samples and Xkj be the number of categories of LTj found in the kth sample for j=1, 2, 3, and 4 so that the kth sample size is
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.  Then rj is representing each LTj (j=1, 2, 3, 4) in the kth sample for k=1, 2, …,m, which is not  dependent on ‘k ‘.

The rest of the paper is organized as follows: Section 2 gives a brief overview on the Markov dependent samples and their transition probability matrices, probability distribution for the representative values of all categories represented by fuzzy sets and with TPCC. Section 3 outlines the way of constructing the generalized p-chart in terms of large sample sizes generated by the MC theory. Section 4 addresses basic issues of the fuzzy mode, mean deviation of the process under study as fuzzy numbers and then the construction of control chart for the expected number of defects in the long run estimated by the MC methods. The paper is concluded outlining the uses of MC approach in section 5.
2. MARKOV DEPENDENT SAMPLES AND THEIR TRANSITION PROBABILITY MATRICES
Using the observed attribute data on linguistic terms of a product, one can verify if each item conforms to the standards and its degrees of satisfaction is high or low. As those linguistic terms of any production process tend to be time dependent if they are observed over a period of time, it is necessary to employ an appropriate tool like ‘Markov dependent samples ‘due to Sivasamy and Jayanthi (2006) to take into account the effects of time dependent relationships among the samples sizes.   Hence, this section formulates an alternative methodology based on transition probability matrices of Markov Chains (MCs) for constructing control charts using fuzzy representatives of linguistic terms.
2.1 Selection of Markov Dependent Samples
Let the size nk of the kth sample be a finite integer for k=0,1,2,…,m. Assume that the categories of these nk sampling units observed over a period of time form an ergodic Markov chain on the state space 
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={1=High Standard(LT1), 2=Medium Standard(LT2), 3=Low Standard(LT3), 4=Poor Standard (LT4)} with unit step transition probability matrix (TPM) Pk=( kpij ), where  kpij denotes the unit step conditional transition probability of producing the jth category starting from the ith category in the kth sample. Let 
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 denote the r-step conditional transition probability of moving to the jth category starting from the ith category in the kth sample  and 
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 be the stationary probability of  jth category (for j =1,2, …,t) of the kth  sample in the long run which can be obtained from 
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 values can be computed by solving the following system of equations:
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Let Xkj= number of items of the jth category in the Markov dependent sample selected at the kth period with size
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, and let xk=(Xk1, Xk2, Xk3, Xk4) be a vector of size four.

2.2 Markov Dependent Sample sizes 
 Suppose that a production process is in control in the period ‘k=0’and yields the following results over the space above state space
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The sample (k=0, n0=18) so selected by (7) is called the reference sample in which only 2 items are of poor standard category out of a total 18. A simple inspection over the observed sequence of states of the MC in the sample (7) enables us to obtain the TPM P0 , sample x0=(X01, X02, X03, X04), and its stationary distribution
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The following are the additional summary statistics obtained from m=10 more samples of periods as it was done to compute (8) relating to the sequence of Markov dependent sample of size nk selected for k=1, 2, …, 10,  together with nk, xk and
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The probability distribution for the representative values fmod of all categories of the kth sample that were reported in Table-1 is shown in table-2:
	Table-2: Probability distribution of rj of

                 linguistic terms for j=1, 2, 3 and 4

	Sample    k:
	0= r1
	0.25= r2
	0.5=r3
	1= r4

	Probability :
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The values of following statistics may now be computed easily from table (3):
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The standard deviation and the mean of standard deviations (MSD) of these m samples is 
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From (11) and (12) it is noticed that  sample  means  Mk of  representative  values {rj},  the SDk values and thus MSD  should  lie within the range [0,1]. The centreline (CL) of the control chart is now defined as the grand average of means {Mk: k=1, 2, …, 10}.
2.3 Transition Probability Control Chart (TPCC)

Since 
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 with the passage of time in the long run, assuming the sample sizes 120, 132, 143, 125,110, 95, 142, 154, 100, 150 as Nk for k= 1, 2, … 10 and the sample size for the reference sample i.e. k0 as 125 at random. 
Table 3: E(Xkj) for a given Nk ; k=1 to 10 and j= 1to 4.
	k
	E(Xk1)
	E(Xk2)
	E(Xk3)
	E(Xk4)
	Nk

	
	
	
	
	
	

	1
	39
	39
	29
	13
	120

	2
	14
	57
	35
	26
	132

	3
	43
	48
	27
	25
	143

	4
	57
	29
	29
	10
	125

	5
	32
	26
	35
	17
	110

	6
	16
	47
	16
	16
	95

	7
	49
	25
	49
	19
	142

	8
	51
	39
	43
	21
	154

	9
	13
	50
	12
	25
	100

	10
	73
	35
	31
	11
	150

	k=0

(Reference)
	47
	34
	30
	14
	125


It is now remarked that those randomly fixed values of Nk  are sufficiently large to attain the stationary state of the MC under study corresponding to the small nk, one can calculate the expected number E(Xkj) approximately for the above samples on LTj i.e. 
E(Xkj) = 
[image: image211.wmf]kj

p

 Nk for j=1, 2, 3, and 4                                                           …..(13)         

These values so calculated using (13) have been reported in Table -3 for further discussions.
To apply the standard formulae of variables control charts based on the normal distribution assumption for a sample of size Nk for k=0, 1, 2, ….,10, A3k and C4k can be found in the table of co-efficient for control charts of Montgomery: 
A3k= 
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Based on the above stationary probability distributions {
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:j=1,2,3 and 4} obtained for k=1, 2, …,( m=10), and the fmod values {rj : j=1,2,3 and 4) of fuzzy subsets reported in Table-3, the sample data points {Mk} and  CL(=0.345) value of (11) and the UCLk= Max{0, (CL- A3k MSD)} and LCLk=Min{0, (CL+A3k MSD)} using (12) and (13) have been computed using the above Markov dependent  samples of the preceding section. The numerical results of these have been displayed in the form a control chart called the ‘Transition Probability Control Chart’ in Fig-1.
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Fig 2: Transition Probability Control Chart
The data points Mk corresponding to sample numbers k=2, 4 and k=10 fall outside the UCL/LCL due to some assignable causes of variation and sample k= falls on the UCL border. 
3 GENERALIZED ‘p’ CHART
Different  procedures  are  proposed  to  monitor two or more characters simultaneously   when  products  are  classified  into  mutually  exclusive  categories. The one-sided monitoring of quality proportions is designed to detect only an increase in all but one quality proportions. An appropriate  statistical  procedure when specific values of process proportions are not known that  is  a  test  of  homogeneity  of  proportions between the base period (0) and each monitoring period (i) is defined as follows for i=1, 2, …, m:
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where  k
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 {0,i}, E(Xkj)= expected number of items of the jth category in the Markov dependent sample selected at the kth  period with size 
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,  and  
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 is the stationary probability of  jth category for  j =1,2,3 and 4 in the kth  sample so that E( xk)=(E(Xk1), E(Xk2),, E(Xk3), E(Xk4),) is a vector of size four.

If 𝑛𝑖 → ∞ where 𝑛0/𝑛𝑖 is finite and greater than zero, so that 𝑍2𝑖 has a chi-square distribution with three degrees of freedom. Therefore, the control chart for this case also has an upper control limit equal to an appropriate percentile of chi-square distribution.
There is no theoretical rule for sufficient sample size for using chi-square distribution in the above case. Some rules of thumb exist to determine adequate sample size in Cochran (1954). He declared that the twenty per cent of the frequency of each category should be greater than 5, and the expected frequency of each category should be greater than one.
The generalised p control chart is displayed below in Fig-3 with its data points 𝑍2k that are computed using the values of Table-2 and an upper control limit equal to 3(5% percentile of chi-square distribution=7.815 for 3 three degrees of freedom) where 3 is the scaling factor. 
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Fig 3: Generalised p Chart
It is noticed from this p chart that data points corresponding to (one-sided) sample-2 and sample-9 fall outside the upper control limit due to some assignable causes of variations. As it is based on a chi-square distribution, there is no speciation about lower limit boundary.  

4 FUZZY MEMBERSHIP APPROACH BASED CONTROL CHARTS
Let (F,
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) be a convex fuzzy set and ‘xmode’ be the fuzzy mode so that
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, if the membership function of F is
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; the base variable ‘x’ is being standardized. It is remarked that a triangular type of fuzzy set could also be stated by a triangular fuzzy number (TFN).  Let xl(α) be the inverse function taking the values that fall to the left of xmode and xr(α) be the inverse function taking the values that fall to the right of xmode for 
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when xl(α)  is the minimum value of the base variable x for which 
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 and xr(α)  is the maximum value of the base variable x for which 
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. Thus xl(α) (
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) are the end points of α-cut while α is the level of membership. The triplet denoted by Fα=(a, b, c) where a=xl(α=0) ,
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 and c=xr(α=0) is the TFN of the Fuzzy set when α=0. 
Deviation of Mean for (F,
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) be denoted by δ(=δl+ δr) , the sum of δl  = deviation of left mean   and δr =deviation of right mean values so that: 
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Thus the deviation of the fuzzy set (F,
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) is a crisp value which can be calculated by the dimension of the base variable ‘x’.  For 
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the average of the end points of an alpha-cut (α-cut) is defined as the α-level fuzzy midrange.
Membership Control Limits:  let us develop an algorithm for constructing the fuzzy number and membership control limits for  the same number m (=10) of Markov dependent samples drawn from a production line,  size of the kth sample xk=(Xk1,Xk2,Xk3,Xk4) is 
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using the same membership functions describing the four linguistic terms of the product quality given in (1). 
Algorithm using fuzzy mathematics:

Step1: Calculate the fuzzy mean Mk = 
[image: image236.wmf]4

1

 

kjj

j

r

p

=

=

å

and fuzzy standard deviation SDk = 
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 of the kth sample for k =1, 2, …m
Step2: Calculate the grand mean M=
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and the Mean of standard deviations (MSD) 
MSD= δ =
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Step3: Centre Limit/Line (CL) is M which is a fuzzy set with membership function
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Step4: Fix a known distance ‘K’ from the CL for monitoring the variations of the product quality under study like that of the Shewhart control chat.
Step5: Compute the membership function based LCL and the UCL as

Membership LCL=Max{0, (CL- Kδ) and Membership UCL=Min{1, (CL+K δ).

Step6: Compute the coefficient of deviation K of the grand mean by using the Monte Carlo simulation assuming that the type I error is prefixed.

Step7: Plot the data points {Mk: k=1, 2, …,m} and draw the lines LCL, CL, and UCL to check if any of the data points fall outside the control lines. (This result is called the fuzzy membership control chart for monitoring the product quality under fuzzy mode transformation). 
The computational details about mean M (=CL=0.345) and the mean of standard deviation MSD is provided in Table 4 for the 10 Markov dependent samples under investigation and  when K=0.29, UCL, LCL values have also been computed using the above algorithm to draw the fuzzy control chart of Fig 4. 
	Table 4: Data points Mk for k=1,2…,10

	k
	std
	Sc
	Tc
	Fc
	Nk
	Mk
	SDk

	1
	39
	39
	29
	13
	120
	0.311
	0.304

	2
	14
	57
	35
	26
	132
	0.435
	0.315

	3
	43
	48
	27
	25
	143
	0.353
	0.344

	4
	57
	29
	29
	10
	125
	0.250
	0.294

	5
	32
	26
	35
	17
	110
	0.371
	0.330

	6
	16
	47
	16
	16
	95
	0.375
	0.315

	7
	49
	25
	49
	19
	142
	0.348
	0.328

	8
	51
	39
	43
	21
	154
	0.340
	0.329

	9
	13
	50
	12
	25
	100
	0.438
	0.348

	10
	73
	35
	31
	11
	150
	0.233
	0.287

	
	
	
	
	
	sum
	3.453
	3.193

	
	
	
	
	
	
	M=

0.345
	MSD=

0.319


To compute the membership function based LCL and the UCL as in Step5 of the above algorithm using the formulae ‘Membership LCL=Max{0, (CL- Kδ)} and Membership UCL=Min{1, (CL+K δ)}, K is selected such that both the LCL and the UCL of the FCC for all periods  and the TPCC of the first period ( as it belongs to the in-control period of the process under study)  are identical and thus it is estimated that K=0.2744.

Membership LCL=Max {0, (CL- Kδ)}= Max{0, (345- K0.319)}=0.2575

and  
                Membership UCL=Min{1, (CL+ Kδ)}= Max{0, (345+K0.319)}=0.4325.
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Fig 4: Fuzzy Control Chart
Inspecting the  Mk values that are displayed in the Fuzzy control chat of Fig-4, it is found that corresponding to sample mean values Mk of sample numbers k=2, 4, 9 and k=10 fall outside the UCL/LCL in which the sample mean corresponding to k=9 is not found as a point outside the UCL/LCL in the transition probability control chart of Fig 3.  This fact leads to conclusion that FCC performs better than the TPCC provided the sample point of the k=4th period is a true alarm due to some assignable cause; otherwise the TPCC is performing as efficient as the FCC.
5. CONCLUDING REMARKS
A solution to the problem of drawing adequately large samples sizes when the output rate of the production process is small for the construction of attribute control charts is provided through the formulation of the MC defined on the state space
[image: image242.wmf]S

={1=High Standard(LT1), 2=Medium Standard(LT2), 3=Low Standard(LT3), 4=Poor Standard (LT4)} to include at least one item in each category of{ LTj } such that the normality assumption is not violated. Further, this paper examines the uses of selecting Markov dependent small samples and the stationary distribution of that underlying MC on the state space of linguistic terms
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. Since the states associated with such linguistic terms of the production process change randomly, it is generally impossible to predict the exact state of the production process in the future. However, through the stationary distribution of the TPM of the MC, it also explains how to generate expected larger sample sizes by assigning a suitable larger size at random to each of the observed small sample. For these larger sized samples, three different control charts viz., TPCC, generalized ‘p’ chart, and the FCC have been constructed. Data points corresponding to sample-2 and sample-9 fall either outside the UCL or on its border in each of these control charts. Additionally, sample number k=10 from TPCC and sample numbers k= 4 and k=10 from FCC fall below the LCL. These facts lead to conclusion that FCC performs better than the TPCC provided the sample point of the k=4th period is a true alarm due to some assignable cause; otherwise the TPCC is performing as efficient as the FCC. 
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