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**Abstract**

In this paper, researchers have tried to review the work on an exchange rate clustering and forecasting methodology based on the cluster analysis and time series forecasting. Ten exchange rates in comparison to Indian rupee were taken as the sample. The data of daily exchange rate has been taken from 1992 to 2014. Cluster analysis method was used for forming clusters of the different exchange rate. Time Series forecasting was used for predicting exchange rates. Cluster Analysis resulted in thirteen clusters. Forecasting exchanges rates showed that significant volatility in exchanges rates. Results have practical implications.
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**Section 1**

**1.1 Introduction**

Exchange Rate is the price of one country's currency expressed in another country's currency. In other words, the rate at which one currency can be exchanged for another. One of the goals of studying the behavior of exchange rates is to be able to forecast exchange rates. Exchange rate forecasts are necessary to evaluate the foreign denominated cash flows involved in international transactions. Thus, exchange rate forecasting is very important to evaluate the benefits and risks attached to the international business environment.

Here in the study Cluster Analysis Technique is used to forecast Exchange Rates. Cluster analysis is a major technique for classifying a ‘mountain’ of information into manageable meaningful piles. Cluster analysis divides data into clusters (subgroup) for the purposes of summarization or improved understanding. A forecast represents an expectation about a future value or values of a variable. There are two approaches to forecasting foreign exchange rates:

1. The Fundamental Approach
2. The Technical Approach

The fundamental approach is based on a wide range of data regarded as fundamental economic variables which are GNP, consumption, trade balance, inflation rates, interest rates, unemployment, productivity indexes, etc. While the technical approach (TA) focuses on a smaller subset of the available data. In general, it is based on price information. Technical analysis looks for the repetition of specific price patterns.

Volatility is a measure for variation of price of a financial instrument over time. Exchange rate volatility refers to the tendency for foreign currencies to appreciate or depreciate in value, thus affecting the profitability of foreign exchange trades. The risk of importing and exporting, unpredictable changes in exchange rates may reduce international trade. The exchange rate volatility may retard the flow of capital between countries.

Exchange rates are very difficult to forecast. The difficulty is to estimate the future value assets and liabilities denominated in foreign currency. There are periods where exchange rates are quite volatile, while during other periods exchange rates do not move very much.

**1.2 Literature Review**

Hondroyiannis (2005) examined the relationship between exchange-rate volatility and aggregate export volumes for 12 industrial economies based on a model that includes real export earnings of oil-producing economies as a determinant of industrial-country export volumes. This study showed that, there is no single instance in which volatility has a negative and significant impact on trade. Benigno and Benigno (2000) used a simple two-country general equilibrium model to evaluate monetary policy regimes. This study showed the behavior of the exchange rate, and other macroeconomic variables, depends crucially on the monetary regime chosen, though not necessarily on monetary shocks. Gupta, Chevalier and Sayekt (2000) examined the relationship between the interest rate, exchange rate and stock price in the Jakarta stock exchange for the period 1993 to 1997. They found sporadic unidirectional causality from closing stock prices to interest rates and vice versa and weak unidirectional causality from exchange rate to stock price. Although, their results did not establish any consistent causality relationships between any of the economic variables under study. Bhattarai and Armah (2005) examined the effects of exchange rates on the trade balance of Ghana. They first derived the real exchange rate as a function of preferences and technology of two trading economies and then applies small price taking economy assumption to the Ghanaian economy, for annual time series data from 1970-2000 to estimate trade balance as a function of the real exchange rate, domestic and foreign incomes. Their Co-integration analyses of both single equation models and VAR-Error correction models confirm a stable long-run relationship between both exports and imports and the real exchange rate. Their short-run elasticity’s of imports and exports indicate contractionary effects of devaluation in terms of the Marshall-Lerner-Robinson conditions though these elastisities add up to almost 1 in the long-run estimates. The overall conclusion drawn from their study is that for improved balance of trade in Ghana, coordination between the exchange rate and demand management policies should be strengthened and be based on the long-run fundamentals of the economy. Velasco (2000) examined exchange-rate Policies for Developing Countries during the 1997–1998 Asian crises, he concluded that adjustable or crawling pegs are extremely fragile in a world of volatile capital movements. They suggested that any exchange-rate regime, and especially one of flexible rates, requires complementary policies to increase its chances of success. Tenreyro (2006) examined the effect of nominal exchange rate variability on trade, from a broad sample of countries from 1970 to 1997; his estimates indicate that nominal exchange rate variability has no significant impact on trade flows. Alvarez-Diaz (2008) employed a composition of weekly data from January 1973 to July 2002, comprising a total of 1541 observations, to examine exchange rates of Japanese Yen and British Pound against the US Dollar; his results indicated the existence of a statistically significant short-term predictable structure in the exchange rates dynamic. Mark (1995) showed that the deviation of the log exchange rate from its fundamental value contains relevant information for forecasting long-horizon changes in log nominal exchange rates and the out of sample point predictions generally outperform the drift less random walk at the longer horizons.

The rest of the paper is organized as follows: last part of section 1, Section 1.3 discusses the objectives and section 2 discusses methodology of cluster analysis and forecasting. Section 3 presents the empirical results and its discussion thereof. Section 4 concludes with policy implications and conclusion.

**1.3 Objectives**

1. To forecast the exchange rates (Rupee Dollar, Rupee Sterling, Rupee Yen, Rupee Peso, Rupee Euro, Rupee Yuan, Rupee Rand, Rupee Birr,) by using cluster analysis technique and time series forecasting method.

2. To make clusters of the exchange rates using cluster analysis technique and further to forecast exchange rate.

3. To open new avenue for future study.

**2. Research Methodology**

The study was exploratory in nature and secondary data being used. The Population was all the exchange rates. Sampling frame was all the exchange rates in context with Indian Rupee. Individual Rupee-other nation’s currency was the sample element. Ten exchange rates in comparison to Indian rupee was the sample size. The data of daily exchange rate has been taken from 1992 to 2014. Non probability purposive sampling technique has been used. Secondary Data was collected from the website fxtop.com/historical-exchange rates.php‎

Cluster analysis method was used for forming clusters of the different exchange rate. Time Series forecasting was used for predicting exchange rates.

3. **Results and Discussions**

Cluster Analysis is a class of techniques used to classify cases into groups that are relatively homogeneous within themselves and heterogeneous between each other, on the basis of a defined set of variables. These groups are called clusters. Cluster analysis classifies a set of observations into two or more mutually exclusive unknown groups based on combinations of interval variables. The purpose of cluster analysis is to discover a system of organizing observations, usually people, into groups.

Hierarchical cluster analysis (HCA) is an exploratory tool designed to reveal natural groupings (or clusters) within a data set that would otherwise not be apparent. It is most useful when we want to cluster a small number (less than a few hundred) of objects. The objects in hierarchical cluster analysis can be cases or variables, depending on whether we want to classify cases or examine relationships between the variables.

**Table1**

| **Case Processing Summarya,b** |
| --- |
| Cases |
| Valid | Missing | Total |
| N | Percent | N | Percent | N | Percent |
| 8105 | 100.0 | 0 | .0 | 8105 | 100.0 |
| a. Squared Euclidean Distance used  |
| b. Ward Linkage |

In Table1 a case summary is presented, i.e. valid, missing and total values. Hierarchical clustering using Ward Linkage, Ward’s Method is a minimum variance method that uses an ANOVA approach. The method tries to minimize the sum of squares of any two clusters that are formed at each step of the cluster analysis.

The results from the different stages of the hierarchical clustering in SPSS are summarized and displayed in Table 2 **Agglomeration Schedule**.

**Ward Linkage**

 **Table 2**

|  |
| --- |
| Agglomeration Schedule |
| Stage | Cluster Combined | Coefficients | Stage Cluster First Appears | Next Stage |
| Cluster 1 | Cluster 2 | Cluster 1 | Cluster 2 |
| 1 | 8102 | 8103 | .000 | 0 | 0 | 2 |
| 2 | 8101 | 8102 | .000 | 0 | 1 | 4629 |
| 3 | 8095 | 8096 | .000 | 0 | 0 | 4 |
| 4 | 8094 | 8095 | .000 | 0 | 3 | 4381 |
| 5 | 8088 | 8089 | .000 | 0 | 0 | 6 |
| 6 | 8087 | 8088 | .000 | 0 | 5 | 4187 |
| 7 | 8081 | 8082 | .000 | 0 | 0 | 8 |
| 8 | 8080 | 8081 | .000 | 0 | 7 | 3222 |
| 9 | 8074 | 8075 | .000 | 0 | 0 | 10 |
| 10 | 8073 | 8074 | .000 | 0 | 9 | 3365 |

The columns **Cluster Combined** show the numbers of the clusters, which are combined at the different stages at the first stage the 8102 and the 8103 cluster are combined. The **Coefficients** column gives the mean distances for combining the clusters. Large coefficients (for divergence measures) or small coefficients (for similarity measures) indicate that a cluster is relatively heterogeneous and contains units which are considerably different from each other. **Stage Cluster First Appears** display the stages at which the respective clusters appeared for the first time, and in the **Next Stage** column can be found the stage at which the respective cluster will appear the next time it combines with another cluster, at the first stage, when the 8102 and the 8103 cluster are combined, a new cluster is formed and is assigned number 2

**Table 3**

**Re-formed Agglomeration**

|  |
| --- |
| **No. of Clusters Agglomeration Coefficients Change** |
|  2 81040.00 44694.375 36345.625 3 44694.375 27530.086 17164.289 4 27530.086 19459.750 8070.336 5 19459.750 14536.309 4923.441 6 14536.309 11443.268 3093.041 7 11443.268 9365.912 2077.356 8 9365.912 8175.896 1190.016 9 8175.896 7172.915 1002.981 10 7172.915 6190.372 982.543 11 6190.372 5466.576 723.796 12 5466.576 5016.419 450.157 13 5016.419 4568.729 447.69 14 4568.729 4174.749 393.98 |

The results start with Agglomeration schedule which provides a solution for every possible number of cluster cases under study (Year).

The column which should we focused for results is the column headed coefficients reading to bottom to the efforts, it shows that for one cluster the Agglomeration coefficient is 81040.00 and for second cluster 44694.375 and so on.

If we rewrite the coefficients as given in the above table, it will be easier to see the changes, enabling as to determine the number of clusters. In this case it is **13** clusters as succeeding clustering add very much less to distinguishing between cases.

We should return back to Hierarchical Clustering and request to SPSS to place cases into one of the **13** clusters.

The results of the cases are added in input sheet. From the results of Table 4 we can see – cases have been classified under **CLU13\_3**

**Table 4**

**Summarized Table for Clusters**

|  |  |
| --- | --- |
| **DATE** | **CLU13\_3** |
| 01.01.199214.09.199518.11.1997 26.06.1998 01.01.1999 24.07.2002 19.11.2003 13.05.2005 18.04.2006 24.04.2007 12.02.2008  11.09.2008  15.09.2008  22.10.2008  10.06.2009  06.10.2009 15.10.2009  19.02.2010  22.09.2011  12.10.2011  19.08.2013  10.03.2014  | 12334678789971091191111121313 |

In the next step we calculate **One Way ANOVA** and find out thedifference between the variables for each cluster. The Grouping variables is a new cluster variable.

**Table 5**

**Test of Homogeneity Variance**

| **Test of Homogeneity of Variances** |
| --- |
|  | Levene Statistic | df1 | df2 | Sig. |
| USD | 337.496 | 11 | 8092 | .000 |
| GBP | 108.294 | 11 | 8092 | .000 |
| AUD | 276.995 | 11 | 8092 | .000 |
| JPY | 821.237 | 11 | 8092 | .000 |
| COP | 177.529 | 11 | 8092 | .000 |
| ESP | 325.941 | 11 | 8092 | .000 |
| CNY | 499.276 | 11 | 8092 | .000 |
| ZAR | 215.378 | 11 | 8092 | .000 |
| SGD | 280.106 | 11 | 8092 | .000 |
| ETB | 1104.431 | 11 | 8092 | .000 |

The Table 5 test for the null hypothesis of Homogeneity of Variance for different Exchange Rate Series. From the table we can see that for all the cases the significance level is **0%** which means Null Hypothesis is rejected. This implies that the variances are not homogeneous among series.

**Table 6**

| **ANOVA** |
| --- |
|  | Sum of Squares | df | Mean Square | F | Sig. |
| USD | Between Groups | 453652.980 | 12 | 37804.415 | 11135.670 | .000 |
| Within Groups | 27471.480 | 8092 | 3.395 |  |  |
| Total | 481124.460 | 8104 |  |  |  |
| GBP | Between Groups | 1409453.304 | 12 | 117454.442 | 18266.096 | .000 |
| Within Groups | 52033.085 | 8092 | 6.430 |  |  |
| Total | 1461486.389 | 8104 |  |  |  |
| AUD | Between Groups | 829240.087 | 12 | 69103.341 | 26054.869 | .000 |
| Within Groups | 21461.794 | 8092 | 2.652 |  |  |
| Total | 850701.881 | 8104 |  |  |  |
| JPY | Between Groups | 3207.888 | 12 | 267.324 | 3030.185 | .000 |
| Within Groups | 713.879 | 8092 | .088 |  |  |
| Total | 3921.767 | 8104 |  |  |  |
| COP | Between Groups | 884657.608 | 12 | 73721.467 | 11860.869 | .000 |
| Within Groups | 50295.986 | 8092 | 6.216 |  |  |
| Total | 934953.594 | 8104 |  |  |  |
| ESP | Between Groups | 2971.679 | 12 | 247.640 | 5973.977 | .000 |
| Within Groups | 335.439 | 8092 | .041 |  |  |
| Total | 3307.117 | 8104 |  |  |  |
| CNY | Between Groups | 15350.644 | 12 | 1279.220 | 5588.011 | .000 |
| Within Groups | 1852.439 | 8092 | .229 |  |  |
| Total | 17203.084 | 8104 |  |  |  |
| ZAR | Between Groups | 13049.485 | 12 | 1087.457 | 2799.935 | .000 |
| Within Groups | 3142.824 | 8092 | .388 |  |  |
| Total | 16192.310 | 8104 |  |  |  |
| SGD | Between Groups | 400713.314 | 12 | 33392.776 | 16970.919 | .000 |
| Within Groups | 15922.199 | 8092 | 1.968 |  |  |
| Total | 416635.513 | 8104 |  |  |  |
| ETB | Between Groups | 4013931.518 | 12 | 334494.293 | 569240.320 | .000 |
| Within Groups | 4754.983 | 8092 | .588 |  |  |
| Total | 4018686.500 | 8104 |  |  |  |

The Null Hypothesis tests for no difference in Means between and within the groups. From the above results we can see that the exchange series significantly differ with each other.

The Cluster Membership are significantly different and can be used as new grouping variables for other analysis. The significant difference between the variables (Exchange Rate Series) suggests the base in which the clusters differ or on which they are based. In this case Cluster1 is characterized by 1992-1995, 1995-1997, and so on (as shown in summarized table for clusters)

**Forecasting Model**

The Table 8 is a set of statistics like R-square, mean square error, mean absolute percentage error etc that describe how well the model fits the data. The acfs (autocorrelation function) and pacfs (partial autocorrelation function) are presented for the residuals. If the model is reasonable the residuals will look like white noise (independent zero mean random variables) which means that the acf and pacf are theoretically 0 at all non-zero lags. The sample estimates in your case indicate that the residuals do not have significant lagged acfs and pacfs. So that is good for the model.

The model parameter block show which AR and MA terms were fit, the value of their coefficients, the standard error of the estimate, the t statistic for the significance test and the p-values for the test of the null hypothesis that the coefficient is 0. The other covariates that we included in the model are also given with their parameter estimates and p-values. There is one AR term at lag 2 and moving average terms at lag 7, lag 9, and lag 17.

The approach for generating a forecast using averaging patterns is Auto Regressive Integrated Moving Average (ARIMA), which is also known as the Box-Jenkins Approach, has been developed for "univariate" time series. Univariate means a time series which consists of a sequence of single observations recorded at fixed time intervals. It predicts future values of a time series by a linear combination of its past values and a series of errors (also known as random shocksorinnovations)*.* The ARIMA command performs a maximum likelihood fit of the specified ARIMA model to the time series.

The series of Exchange Rates are calculated through ARIMA model. The results are summarized below.

Auto Regressive Integrated Moving Average (ARIMA) models describe the current behavior of variables in terms of linear relationships with their past values.

In the Table 7,

For the USD Model\_1 the AR is 0, I is 1 and MA is 18 which shows the model is best fit.

For the GBP Model\_2 the AR is 0, I is 1 and MA is 17 which shows the model is fit.

For the JPY Model\_4 the AR is 0, I is 1 and MA is 3 which shows the model is fit.

For the COP Model\_5 the AR is 0, I is 1 and MA is 3 which shows the model is fit.

For the CNY Model\_7 the AR is 0, I is 1 and MA is 1 which shows the model is fit.

For the ZAR Model\_8 the AR is 0, I is 1, and MA is 7 which shows the model is fit.

For the SGD Model\_9 the AR is 0, I is 1 and MA is 6 which shows the model is fit.

For the ETB Model\_10 the AR is 0, I is 1 and MA is 1 which shows the model is fit.

**Table 7**

|  |
| --- |
| **Model Description** |
|  | Model Type |
| Model ID | USD | Model\_1 | ARIMA(0,1,18) |
| GBP | Model\_2 | ARIMA(0,1,17) |
| AUD | Model\_3 | Simple |
| JPY | Model\_4 | ARIMA(0,1,3) |
| COP | Model\_5 | ARIMA(0,1,3) |
| ESP | Model\_6 | Simple |
| CNY | Model\_7 | ARIMA(0,1,1) |
| ZAR | Model\_8 | ARIMA(0,1,7) |
| SGD | Model\_9 | ARIMA(0,1,6) |
| ETB | Model\_10 | ARIMA(0,1,1) |

**Table 8**

|  |
| --- |
| **Model Fit** |
| Fit Statistic | Mean | SE | Minimum | Maximum | Percentile |
| 5 | 10 |
| Stationary R-squared | .091 | .156 | .005 | .434 | .005 | .005 |
| R-squared | .897 | .314 | .005 | .999 | .005 | .102 |
| RMSE | 2.398 | 6.965 | .020 | 22.218 | .020 | .021 |
| MAPE | .463 | .224 | .254 | 1.072 | .254 | .262 |
| MaxAPE | 28.537 | 36.887 | 9.444 | 114.364 | 9.444 | 9.451 |
| MAE | .117 | .104 | .012 | .302 | .012 | .012 |
| MaxAE | 204.430 | 630.895 | .354 | 1999.908 | .354 | .354 |
| Normalized BIC | -3.101 | 3.942 | -7.783 | 6.203 | -7.783 | -7.766 |

Stationary R-squared is a measure that compares the stationary part of the model to a simple mean model. This measure is preferable to ordinary R-squared when there is a trend or seasonal pattern. Here the value of Stationary R-squared is 9.1%

**R-squared** is a statistical measure of how close the data are to the fitted regression line. It is also known as the coefficient of determination. R-squared is the percentage of the response variable variation that is explained by a linear model. Here R-squared mean is 89.7 this means model is approximately 89% determined by the other variables.

RMSE (Root Mean Square Error) is the square root of mean square error. A measure of how much a dependent series varies from its model-predicted level, expressed in the same units as the dependent series. Here the value of RMSE is 2.398

MAPE (Mean Absolute Percentage Error) is a measure of how much a dependent series varies from its model-predicted level. It is independent of the units used and can therefore be used to compare series with different units. Here the value of MAPE is 46.3

MaxAPE (Maximum Absolute Percentage Error) is the largest forecasted error, expressed as a percentage. This measure is useful for imagining a worst-case scenario for your forecasts. Here the value of MaxAPE is 28.537

MAE (Mean Absolute Error) Measures how much the series varies from its model-predicted level. Here the value of MAE is 11.7%

MaxAE (Maximum Absolute Error) is the largest forecasted error, expressed in the same units as the dependent series. Like MaxAPE, it is useful for imagining the worst-case scenario for the forecasts. Maximum absolute error and maximum absolute percentage error may occur at different series points. Here the value of MaxAE is 204.430

Normalized BIC (Normalized Bayesian Information Criterion) is a general measure of the overall fit of a model that attempts to account for model complexity. It is a score based upon the mean square error and includes a penalty for the number of parameters in the model and the length of the series. The penalty removes the advantage of models with more parameters, making the statistic easy to compare across different models for the same series.

In output of SPSS we compute significations for the individual parameters in ARIMA model. From these values we can determine, if the parameters can be used in this model or not.

**Table 9**

|  |
| --- |
| **Model Statistics** |
| Model | Number of Predictors | Model Fit statistics | Ljung-Box Q(18) | Number of Outliers |
| Stationary R-squared | Statistics | DF | Sig. |
| USD-Model\_1 | 0 | .045 | 22.796 | 14 | .064 | 0 |
| GBP-Model\_2 | 0 | .012 | 21.027 | 14 | .101 | 0 |
| AUD-Model\_3 | 0 | .005 | 62.599 | 17 | .000 | 0 |
| JPY-Model\_4 | 0 | .008 | 17.372 | 16 | .362 | 0 |
| COP-Model\_5 | 0 | .012 | 13.414 | 15 | .570 | 0 |
| ESP-Model\_6 | 0 | .008 | 50.267 | 17 | .000 | 0 |
| CNY-Model\_7 | 0 | .332 | 6.923 | 17 | .985 | 0 |
| ZAR-Model\_8 | 0 | .012 | 21.641 | 13 | .061 | 0 |
| SGD-Model\_9 | 0 | .043 | 16.518 | 14 | .283 | 0 |
| ETB-Model\_10 | 0 | .434 | 1.110 | 17 | 1.000 | 0 |

The **Ljung–Box test** (named for [Greta M. Ljung](http://en.wikipedia.org/w/index.php?title=Greta_M._Ljung&action=edit&redlink=1) and [George E. P. Box](http://en.wikipedia.org/wiki/George_E._P._Box)) is a type of [statistical test](http://en.wikipedia.org/wiki/Statistical_test) of whether any of a group of [autocorrelations](http://en.wikipedia.org/wiki/Autocorrelation) of a [time series](http://en.wikipedia.org/wiki/Time_series) are different from zero. Instead of testing [randomness](http://en.wikipedia.org/wiki/Randomness) at each distinct lag, it tests the "overall" randomness based on a number of lags, and is therefore a [portmanteau test](http://en.wikipedia.org/wiki/Portmanteau_test).

The Ljung–Box test can be defined as follows.

**H0:** The data are independently distributed (i.e. the correlations in the population from which the sample is taken are 0, so that any observed correlations in the data result from randomness of the sampling process).

**Ha:** The data are not independently distributed.

The Ljung–Box test is commonly used in [autoregressive integrated moving average](http://en.wikipedia.org/wiki/Autoregressive_integrated_moving_average) (ARIMA) modeling. It is applied to the [residuals](http://en.wikipedia.org/wiki/Errors_and_residuals_in_statistics) of a fitted ARIMA model, not the original series, and in such applications the hypothesis actually being tested is that the residuals from the ARIMA model have no autocorrelation. When testing the residuals of an estimated ARIMA model, the degrees of freedom need to be adjusted to reflect the parameter estimation. For example, for an ARIMA (p,0,q) model, the degrees of freedom should be set to .

From the above table it can be seen that null hypothesis is rejected for model 3 and 6. For rest of the model the data was independently distributed.

**Table 10**

**Model Fit Statistics**

|  |  |
| --- | --- |
| Fit Statistic | Percentile |
| 25 | 50 | 75 | 90 | 95 |
| Stationary R-squared | .008 | .012 | .117 | .424 | .434 |
| R-squared | .993 | .999 | .999 | .999 | .999 |
| RMSE | .047 | .232 | .388 | 20.040 | 22.218 |
| MAPE | .364 | .409 | .469 | 1.014 | 1.072 |
| MaxAPE | 9.565 | 10.289 | 36.863 | 110.721 | 114.364 |
| MAE | .023 | .104 | .202 | .298 | .302 |
| MaxAE | .842 | 3.027 | 12.165 | 1801.912 | 1999.908 |
| Normalized BIC | -6.240 | -2.922 | -1.897 | 5.418 | 6.203 |

The Goodness of Fit of a [statistical model](http://en.wikipedia.org/wiki/Statistical_model) describes how well it fits a set of observations. Measures of goodness of fit typically summarize the discrepancy between observed values and the values expected under the model in question. Such measures can be used in [statistical hypothesis testing](http://en.wikipedia.org/wiki/Statistical_hypothesis_testing), e.g. to [test for normality](http://en.wikipedia.org/wiki/Normality_test) of [residuals](http://en.wikipedia.org/wiki/Errors_and_residuals_in_statistics), to test whether two samples are drawn from identical distributions or whether outcome frequencies follow a specified distribution.

Results for each model are labeled with the model identifier provided in the model description table. First, notice that the model contains ZERO predictors out of the five candidate predictors that we originally specified. So it appears that the Expert Modeler has identified ZERO independent variables that may prove useful for forecasting.

The Time Series Modeler procedure estimates exponential smoothing, univariate Autoregressive Integrated Moving Average (ARIMA), and multivariate ARIMA (or transfer function models) models for time series, and produces forecasts. The procedure includes an Expert Modeler that automatically identifies and estimates the best-fitting ARIMA or exponential smoothing model for one or more dependent variable series, thus eliminating the need to identify an appropriate model through trial and error.

Although the Time Series Modeler offers a number of different goodness-of-fit statistics, we opted only for the stationary R-squared value. This statistic provides an estimate of the proportion of the total variation in the series that is explained by the model and is preferable to ordinary R-squared when there is a trend or seasonal pattern, as is the case here. Larger values of stationary R-squared (up to a maximum value of 1) indicate better fit. A value of 0.897 means, that the model does an excellent job of explaining the observed variation in the series. The Ljung-Box statistic, also known as the modified Box-Pierce statistic, provides an indication of whether the model is correctly specified. A significance value less than 0.05 implies that there is structure in the observed series which is not accounted for by the model. The value of 0.897 shown here is not significant, so we can be confident that the model is correctly specified. The Expert Modeler detected nine points that were considered to be outliers. Each of these points has been modeled appropriately, so there is no need for us to remove them from the series.

**Model Summary Chart**

This histogram displays the Mean Absolute Percentage Error (MAPE) across all models. It shows that all models display a mean uncertainty of roughly 1%.

This histogram displays the Maximum Absolute Percentage Error (MaxAPE) across all models and is useful for imagining a worst-case scenario for our forecasts. It shows that the largest percentage error for each model falls in the range of 1 to 5%.





In the above graph we can see that the graph of the observe data gives the general idea about the time series data, and the components of time series present. It shows significant peaks, in USD Model, GBP Model, AUD Model and SGD Model, Which presents the upward trend in the rates. For the JPY Model, ESP Model and ZAR Model the graph presents the downward trend in the rates and for the CNY Model and ETB Model there is no significant change in the rates.

**4. Implications**

The study is useful contribution for the analyst to evaluate the difference in exchange rates as the time passes on. It is also intended to be useful contribution for further research because it provides a base to predict the future exchange rates. This research is helpful for the companies and investors to find out the best option available in the foreign market. This research is helpful for the companies and investors to find out the different investment options in other countries and help them to increase their profitability.

**Conclusion**

According to, A Multivariate Analysis Approach to Forecasts Combination, Application to Foreign Exchange (FX) Markets, the foreign exchange market is highly competitive. Competitive settings, real-time econometrics and deregulated management frameworks will require an increasing number of forecast horizons, particularly in the globalised FX market. Forecasting is characterized by the availability of a large number of methods, Combining forecasts is generally regarded as an appropriate methodology for handling the present scenario, and the researchers found that multivariate analysis may be very useful in combining forecasts. However, much more research is required to evaluate the exciting possibilities offered by these methods in forecasting.

According to, Forecasting of Value at Risk (VAR) by Cluster Method in Chinese Stock Market, the study proposes a Cluster method to compare the Conventional method for estimating VAR in Chinese stock markets and the empirical results demonstrated that in terms of accuracy, the Cluster method is superior to any of the Conventional methods in estimating VAR.

Exchange Rate Forecasting is very important to evaluate the benefits and risks attached to the international business and for this purpose Cluster method is a superior method, as we find through the other research studies. Cluster analysis is most often used in cases in which it is unknown, prior to the analysis, the number of groups in the data or which observations belong to which groups.

The objective of this study was to make clusters of the exchange rates using cluster analysis technique and further to forecast exchange rate by using IBM SPSS 18. Under this study tools used were Hierarchical Clustering Ward Linkage and Time Series Forecasting.

Cluster analysis resulted in 13 clusters for the time frame 1992-2014 for which clusters included 1992-1995 the Cluster13 value is 1, 1995-1997 the Cluster13 value is 2, 1997-1999 the Cluster13 value is 3, 1999-2002 the Cluster13 value is 4, 2002-2003 the Cluster13 value is 6, 2003-2005 the Cluster13 value is 7, 2005-2006 the cluster13 value is 8, 2006-2007 the Cluster13 value is 7, 2007-2008 the Cluster13 value is 8,9,9,7, 2008-2009 the Cluster13 value is 10,9,11, 2009-2010 the Cluster13 value is 9,11, 2010-2011 the Cluster13 value is 11, 2011-2013 the Cluster13 value is 12 and for 2013-2014 the Cluster13 value is 13

The predicted exchange rates are also found through Time Series Forecasting and the input sheet of these predicted exchange rates are attached in Annexure. Graph shows significant peaks, in USD Model, GBP Model, AUD Model and SGD Model, Which presents the upward trend in the rates. For the JPY Model, ESP Model and ZAR Model the graph presents the downward trend in the rates and for the CNY Model and ETB Model there is no significant change in the rates.
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