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Abstract

We investigate stability properties of a damped wave coupled with a thermal effects
modelled by Cattaneo’s law. The well-posedness and uniform exponential stability
of the whole system are obtained using semi-group theory. The asymptotic be-
haviour of the solution of the system through polynomial decay is also discussed by
employing multiplier technique.
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1 Introduction and Mathematical Formulation

Vibrations stability and controllability of strings or beams arising from different engineer-
ing backgrounds has attracted attention of many researchers. There are many coupled
systems describing both the elastic behavior of a system and the heat conduction within
the system. Such thermoelastic systems have been treated by many authors, for a survey
on classical thermoelastic system we cite Jiang and Racke [15], Messaoudi and Said-Houari
[12], Racke [14], Grasselli, Rivera and Pata [6] and the references therein. The question of
energy decay estimates in the context of stabilization problems has earlier been studied
by several author (cf. Chen [3], Komornik and Zuazua [10], Lagnese [7] and the references
therein). The linear differential equation describing the vibrations of flexible structures
has of the form

utt − a2∆u− a2β∆ut = 0 on Ω× R+, (1.1)

where Ω is a bounded connected domain in Rn with a piecewise smooth boundary ∂Ω
and u = u(x, t) denote the deflection of the flexible structure at any point (x, t), β > 0
is a constant and a > 0 is the constant wave velocity. The stabilization of an equation
like (1.1) subject to mixed boundary conditions was studied by Bose and Gorain [2].
Recently, Alves et al [1] consider a coupled system of realistic linear model, which models
the behaviour of a viscoelastic material coupled to a heat conduction equation governed
by Fourier’s law of heat conduction. Keeping in view with the ideas of (1.1) and Alves et
al [1], we are concerned mathematically the following system of equations

utt − a2∆u− a2β∆ut + η∆θ = 0 on Ω× R+, (1.2)
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θt −∆θ − η∆ut = 0 on Ω× R+. (1.3)

On the other hand, the classical model for the propagation of heat turns into the well-
known equations for the temperature θ (difference to a fixed constant reference tempera-
ture) and the heat flux vector q as

θt + ζ div q = 0, (1.4)

and
q + ν∇θ = 0, (1.5)

with positive constants γ and κ. Relation (1.5) represents the assumed Fourier’s law of
heat conduction and, plugged into (1.4), yields the parabolic heat equation

θt − ζ ν∆θ = 0. (1.6)

It is well known that Fourier’s law of heat conduction predicts the physical paradox
of infinite speed of heat propagation. Hence any thermal disturbance at one point has
an instantaneous effect elsewhere in the body. The use of Cattaneo’s law removes this
paradox and still keeps the essentials of a heat conduction process. The simplest Cattaneo
law replacing Fourier’s law (1.5) is

τqt + q + κ∇θ = 0 (1.7)

where q := q(x, t) is the heat flux vector and parameter τ > 0 is the relaxation time
describing the time lag in the response of the heat flux to a gradient in the temperature.
Keeping in view with the ideas of (1.2)− (1.7), herein we are concerned mathematically
the following system of equations

utt − a2∆u− a2β∆ut + η∆θ = 0 on Ω× R+, (1.8)

θt − η∆ut + κ div q = 0 on Ω× R+, (1.9)

τ qt + q + κ∇θ = 0 on Ω× R+. (1.10)

Additionally, we have initial conditions

u(x, 0) = u0, ut(x, 0) = u1, θ(x, 0) = θ0, q(x, 0) = q0 for x ∈ Ω. (1.11)

But, boundary conditions have several choices, depends on the physical situation one
wants to deal with. In these present paper we investigate the system with two set of
boundary conditions. The first one is corresponding to a rigidly clamped structure with
temperature held constant on the boundary

u = 0 and θ = 0 on ∂Ω, (1.12)

and the other one is corresponding to a rigidly clamped structure with zero heat flux on
the boundary

u = 0 and q = 0 on ∂Ω. (1.13)
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Our purpose in this work is to investigate analytically the stability and regularity of the
system (1.8)− (1.10), subject to the boundary conditions (1.12) or (1.13) and initial con-
ditions (1.11). To achieve the results, we adopt two different approaches, one is direct
method by constructing suitable Lyapunov like functional associated with the energy func-
tional of the system and other is semigroup theory by constructing suitable infinitesimal
generator associated with the system.

Energy estimate of the system:

Lemma 1.1. Let β > 0. For every solutions (u, θ, q) of the system (1.8)-(1.10), the total
energy E1 : R+ → R+ is given at time t by

E1(t) =
1

2

[
a2

∫
Ω

|∇u|2 +

∫
Ω

ut
2 +

∫
Ω

θ2 + τ

∫
Ω

q2

]
, (1.14)

satisfies
d

dt
E1(t) = −a2β

∫
Ω

|∇ut|2 −
∫

Ω

q2. (1.15)

Proof. We multiply the equation (1.8), (1.9) and (1.10) by ut, θ and q respectively and
then integrate with respect to x over Ω, using Green’s formula together with (1.12), we
obtain the result (1.15).

Remark 1.1. We have seen that
dE1(t)

dt
6= 0, it follows from (1.15) that it is not energy

conserving. Also, the negativity of the right hand side of (1.15) shows that some amount
of energy of the system is dissipating due to consideration of damping of the structure.

Integrating (1.15) with respect to t over [0, t], we have

E1(t)− E1(0) = −a2β

∫ t

0

∫
Ω

|∇us|2ds−
∫ t

0

∫
Ω

q2ds for t ≥ 0, (1.16)

where

E1(0) =
1

2

[
a2

∫
Ω

|∇u0|2 +

∫
Ω

u1
2 +

∫
Ω

θ0
2 + τ

∫
Ω

q0
2

]
. (1.17)

In view of (1.16) and (1.17) we may conclude that if u0 ∈ H1
0 (Ω), u1 ∈ L2(Ω), θ0 ∈ L2(Ω)

and q0 ∈ L2(Ω), where

H1
0 (Ω) =

{
φ : φ ∈ H1(Ω), φ = 0 on ∂Ω

}
,

the subspace of the classical Sobolev space

H1(Ω) :=
{
φ : φ ∈ L2(Ω), ∇φ ∈ L2(Ω)

}
of real valued functions of order one, then

E1(t) ≤ E1(0) <∞, t ≥ 0. (1.18)
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Now, taking time derivative of the system (1.8)-(1.10), another energy like functional E2

: R+ → R+ given by

E2(t) =
1

2

[
a2

∫
Ω

|∇ut|2 +

∫
Ω

utt
2 +

∫
Ω

θt
2 + τ

∫
Ω

qt
2

]
, (1.19)

satisfies
d

dt
E2(t) = −a2β

∫
Ω

|∇utt|2 −
∫

Ω

qt
2. (1.20)

Remark 1.2. The first energy estimate i.e. E1(t) will allow us to investigate well-
posedness with the point of view of semigroups (cf. Pazy [13]). While the other energy
estimate i.e. E2(t) will be necessary to study the asymptotic behaviour of the system
(1.8)− (1.10) with boundary conditions (1.12).

2 Well-possedness of the problem

In this section, we obtain the existence and uniqueness of solutions for the coupled system
(1.8) − (1.10) with initial and boundary conditions. We will use the following standard
L2(Ω) space, the scaler product and norm are denoted by

〈u, v〉L2(Ω) =

∫
Ω

u v dx, ||u||2L2(Ω) =

∫
Ω

|u|2dx.

We have the Poincaré inequality

||u||2L2(Ω) ≤ Cp ||∇u||2L2(Ω), for all u ∈ H1
0 (Ω),

where Cp is the Poincaré constant.

Taking ut = v, the initial boundary value problem (1.8) − (1.10) can be reduced to the
following abstract initial value problem

d

dt
U(t) = AU(t), U(0) = U0, for all t > 0, (2.1)

with U(t) = (u, v, θ, q)T and U0 = (u0, u1, θ0, q0)T , where the linear operator A : D(A) ⊂
H → H is given by

A


u
v
θ
q

 =


v

a2∆u+ a2β∆v − η∆θ
η∆v − κ div q

−1

τ
(q + κ∇θ)

 . (2.2)

We introduce the phase space H = H1
0 (Ω) × L2(Ω) × L2(Ω) × L2(Ω) endowed with the

Hilbertian product given by

〈U, U1〉H = a2

∫
Ω

∇u∇u1 dx+

∫
Ω

v v1 dx+

∫
Ω

θ θ1 dx+

∫
Ω

τ q q1 dx, (2.3)
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where U = (u, v, θ, q), U1 = (u1, v1, θ1, q1) and the norm given by

||(u, v, θ, q)||2H = ||a∇u||2L2(Ω) + ||v||2L2(Ω) + ||θ||2L2(Ω) + ||
√
τ q||2L2(Ω). (2.4)

We can easily show that the norm ‖ · ‖H is equivalent to usual norm in H.

The domain of the operator A denoted by D(A), depends upon the boundary conditions
under consideration. For the boundary conditions (1.12), we define

D(A) = D1 =
{

(u, v, θ, q) ∈ H : u ∈ H1
0 (Ω), a2u+ a2βv − ηθ ∈ H2(Ω) ∩H1

0 (Ω),

θ ∈ H1
0 (Ω), q, div q ∈ H1(Ω)

}
. (2.5)

For the boundary conditions (1.13), we have

D(A) = D2 =
{

(u, v, θ, q) ∈ H : u ∈ H1
0 (Ω), a2u+ a2βv − ηθ ∈ H2(Ω) ∩H1

0 (Ω),

θ ∈ H1(Ω), q, div q ∈ H1
0 (Ω)

}
. (2.6)

Now, existence and uniqueness result of the system (1.8)-(1.10) with initial and boundary
conditions describe in the next theorem as follows

Theorem 2.1. For any U0 ∈ D(A) (either D1 or D2), there exist a unique global solution

u ∈ C1(R+;H1
0 (Ω)) ∩ C2(R+;L2(Ω))

θ ∈ C(R+;H1
0 (Ω)) ∩ C1(R+;L2(Ω))

q ∈ C(R+;L2(Ω))

a2u+ a2βv − ηθ ∈ (R+;H2(Ω) ∩H1
0 (Ω))

div q ∈ (R+;L2(Ω))

of the system (1.8)− (1.10).

Proof. To prove the above theorem, we first need some proposition as follows

Proposition 2.1. Let β > 0. The operator A generates a C0-semigroup SA(t) of contrac-
tions on the space H.

Proof. We will show that A is a dissipative operator and 0 belongs to resolvent set of A,
denoted by %(A). Then our conclusion will follow using the well known Lumer–Phillips
theorem (cf. [13]). We observe that if U = (u, v, θ, q) ∈ D(A) (either D1 or D2) then by
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using (2.2) and (2.3), we have

〈AU,U〉H = a2

∫
Ω

∇v∇u dx+

∫
Ω

vt v dx+

∫
Ω

θt θ dx+ τ

∫
Ω

qt q dx.

= a2

∫
Ω

∇v∇u dx+

∫
Ω

(
a2∆u+ a2β∆v − η∆θ

)
v dx

+

∫
Ω

(η∆v − κ div q) θ dx−
∫

Ω

(q + κ∇θ) q dx

= a2

∫
Ω

[∇v∇u−∇u∇v] dx− a2β

∫
Ω

|∇v|2dx

+η

∫
Ω

[
∇θ∇v dx−∇v∇θ

]
+κ

∫
Ω

[
q∇θ − θ∇q

]
dx−

∫
Ω

q2 dx

= 2 i a2 Im

∫
Ω

∇v∇u− a2β

∫
Ω

|∇v|2dx+ 2 iη Im

∫
Ω

∇θ∇v dx

+2 iκ Im

∫
Ω

q∇θ −
∫

Ω

q2 dx

Taking the real part, we have

Re 〈AU,U〉H = −a2β

∫
Ω

|∇v|2 −
∫

Ω

q2 ≤ 0. (2.7)

Thus A is a dissipative operator. Now, we show that (λI −A) is surjective.

Proposition 2.2. R (λI −A) = H, if λ =
−1 +

√
1 + 4τ

2
.

Proof. We show that for all F = (f1, f2, f3, f4) ∈ H, there exist a unique U = (u, v, θ, q) ∈
D(A) (either D1 or D2) such that (λI −A)U = F, that is,

λu− v = f1 in H1
0 (Ω), (2.8)

λv −
(
a2∆u+ a2β∆v − η∆θ

)
= f2 in L2(Ω), (2.9)

λθ − (η∆v − κ div q) = f3 in L2(Ω), (2.10)

λq +
1

τ
(q + κ∇θ) = f4 in L2(Ω). (2.11)

Replacing (2.8) into (2.9), we have

λ2u− a2(1 + βλ)∆u+ η∆θ = f2 + λf1 − a2β∆f1. (2.12)

From (2.11), we have

q =
τ

τλ+ 1
f4 −

κ

τλ+ 1
∇θ. (2.13)

By using (2.8) and (2.13) into (2.10), we have

λ(τλ+ 1)θ − κ2∆θ − ηλ(τλ+ 1)∆u = (τλ+ 1)f3 − η(τλ+ 1)∆f1 − κτ div f4. (2.14)
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To solve the variational equations corresponding to (2.12) and (2.14), we consider the
bilinear form B : (H1

0 (Ω)×H1
0 (Ω))× (H1

0 (Ω)×H1
0 (Ω)) −→ R is defined by

B ((u, θ), (ϕ1, ϕ2)) = λ2

∫
Ω

uϕ1 dx+ a2(1 + βλ)

∫
Ω

∇u.∇ϕ1dx− η
∫

Ω

∇θ.∇ϕ1dx

+λ(τλ+ 1)

∫
Ω

θ ϕ2dx+ κ2

∫
Ω

∇θ.∇ϕ2dx+ ηλ(τλ+ 1)

∫
Ω

∇u.∇ϕ2 dx,

and the linear form J : (H1
0 (Ω)×H1

0 (Ω)) −→ R is defined by

J (ϕ1, ϕ2) =

∫
Ω

f2 ϕ1 dx+ λ

∫
Ω

f1 ϕ1 dx+ a2β

∫
Ω

∇f1.∇ϕ1 dx

+(τλ+ 1)

∫
Ω

f3 ϕ2 dx+ η(τλ+ 1)

∫
Ω

∇f1.∇ϕ2 dx− κτ
∫

Ω

div f4 ϕ2 dx.

By using Green’s formula, we have

B ((u, θ), (u, θ)) = λ2

∫
Ω

u2 dx+ a2(1 + βλ)

∫
Ω

|∇u|2 dx− η
∫

Ω

∇u.∇θ

+λ

∫
Ω

θ2dx+ κ2

∫
Ω

|∇θ|2dx+ ητ(τλ+ 1)

∫
Ω

∇u.∇θ

Thus, for some constant C > 0, we have

B ((u, θ), (u, θ)) ≥ C
(
||u||2H1

0 (Ω) + ||θ||2H1
0 (Ω)

)
provided

λ =
−1 +

√
1 + 4τ

2
,

where, H1
0 (Ω)×H1

0 (Ω) equipped with the norm ||u, θ||2
H1

0 (Ω)×H1
0 (Ω)

= ||u||2
H1

0 (Ω)
+ ||θ||2

H1
0 (Ω)

.

Hence B is coercive.

Now, we have from Hölder’s inequality

B ((u, θ), (ϕ1, ϕ2)) ≤
∣∣λ2
∣∣ ||u|| ||ϕ1||+

∣∣a2(1 + βλ)
∣∣ ||∇u|| ||∇ϕ1||+ |η| ||∇θ|| ||∇ϕ1||

+ |λ(τλ+ 1)| ||θ|| ||ϕ2||+
∣∣κ2
∣∣ ||∇θ|| ||∇ϕ2||+ |η λ(τλ+ 1)| ||∇u|| ||∇ϕ2||

≤ C
(
||u||2H1

0 (Ω) + ||θ||2H1
0 (Ω)

) 1
2

(
||ϕ1||2H1

0 (Ω) + ||ϕ2||2H1
0 (Ω)

) 1
2
.

and

|J (ϕ1, ϕ2)| ≤ ||f2|| ||ϕ1||+ |λ| ||f1|| ||ϕ1||+
∣∣a2β

∣∣ ||∇f1|| ||∇ϕ1||+ |τλ+ 1| ||f3|| ||ϕ2||
+ |η(τλ+ 1)| ||∇f1|| ||∇ϕ2||+ |κτ | ||div f4|| ||ϕ2||

= (||f2||+ |λ| ||f1||) ||ϕ1||+
∣∣a2β

∣∣ ||∇f1|| ||∇ϕ1||
+ (|τλ+ 1| ||f3||+ |κτ | ||div f4||) ||ϕ2||+ |η(τλ+ 1)| ||∇f1|| ||∇ϕ2||

≤ C1

(
||ϕ1||2H1

0 (Ω) + ||∇ϕ1||2H1
0 (Ω)

) 1
2

+ C2

(
||ϕ2||2H1

0 (Ω) + ||∇ϕ2||2H1
0 (Ω)

) 1
2
.
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Consequently, by using Lax-Milgram lemma, the equations (2.12) and (2.14) have a unique
solution (u, θ) ∈ H1

0 (Ω)×H1
0 (Ω) such that

B ((u, θ), (ϕ1, ϕ2)) = J (ϕ1, ϕ2), for all (ϕ1, ϕ2) ∈ H1
0 (Ω)×H1

0 (Ω). (2.15)

Moreover, if ϕ2 ≡ 0 ∈ H1
0 (Ω), where ϕ1 ∈ H1

0 (Ω), then (2.15) reduces to

λ2

∫
Ω

uϕ1 dx+ a2(1 + βλ)

∫
Ω

∇u.∇ϕ1dx− η
∫

Ω

∇θ.∇ϕ1dx

=

∫
Ω

f2 ϕ1 dx+ λ

∫
Ω

f1 ϕ1 dx+ a2β

∫
Ω

∇f1.∇ϕ1 dx

i.e.,
λ2u− a2(1 + βλ)∆u+ η∆θ = f2 + λ f1 − a2β∆f1. (2.16)

We put v = λu− f1. Then v ∈ H1
0 (Ω) solves (2.8). Hence, using (2.16) we have

λv −
(
a2∆u+ a2β∆v − η∆θ

)
= f2 ∈ L2(Ω),

which guarantees that
a2u+ a2βv − ηθ ∈ H2(Ω) ∩H1

0 (Ω).

Similarly, if ϕ1 ≡ 0 ∈ H1
0 (Ω), where ϕ2 ∈ H1

0 (Ω), then using (2.15) we have

λ(τλ+ 1)

∫
Ω

θ ϕ2dx+ κ2

∫
Ω

∇θ.∇ϕ2dx+ ηλ(τλ+ 1)

∫
Ω

∇u.∇ϕ2dx

= (τλ+ 1)

∫
Ω

f3 ϕ2 dx+ η(τλ+ 1)

∫
Ω

∇f1.∇ϕ2 dx− κτ
∫

Ω

div f4 ϕ2 dx.

i.e.,

λ(τλ+ 1)θ − κ2∆θ − ηλ(τλ+ 1)∆u = (τλ+ 1)f3 − η(τλ+ 1)∆f1 − κτ div f4. (2.17)

Proceeding as previous, we have

λθ −
(

κ2

τλ+ 1

)
∆θ − η∆v = f3 −

κτ

τλ+ 1
div f4.

Thus we have

λθ − η∆v = f3 +

(
κ2

τλ+ 1

)
∆θ − κτ

τλ+ 1
div f4,

i.e.,
λθ − η∆v = f3 + κ div q ∈ L2(Ω),

which guarantees that
div q ∈ L2(Ω)

Finally, by using Lumer-Philips theorem we deduced that A is an infinitesimal generator
of a contraction semigroup in H, thus A is closed and D(A) (either D1 or D2) is dense in
H and this complete the proof.
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3 Stability results

We are now in a position to discuss about stability results of the system (1.8)-(1.10). We
expect actually to obtain a better result, that is, an exponential stability. But we did not
find the adequate Lyapunove functional associated with the system (1.8)-(1.10) together
with boundary conditions (1.12), and it is an ongoing work. At first, we shall discuss the
asymptotic stability of the system (1.8)-(1.10) together with boundary conditions (1.12)
by constructing Lyapunove like functional associated with that system. Whereas on the
other hand, exponential stability of the system (1.8)-(1.10) with boundary conditions
(1.13) was achieved through semigroup theory of linear operators. With the help of
semigroup theory, the exponential energy decay estimate was studied by several author
(cf. Gearhart [4] and Huang [8] and a list of references therein). The main results of the
present work are concerned with the asymptotic and exponential behaviour of the system
(1.8)-(1.10) with boundary conditions (1.12) and (1.13) respectively and may be stated
as in the following theorems,

Theorem 3.1. For suitable initial data i.e. (u0, u1, θ0, q0) ∈ D1(defined by (2.5)), the
strong solution of the system (1.8)− (1.10) together with boundary conditions (1.12) sat-
isfies,

E1(t) ≤ c0(E1(0) + E2(0))

t
for all t > 0, (3.1)

for a positive constant c0, independent of t and initial data.

To prove the theorem we will use energy method, and constructing a suitable Lyapunov
like functional.

Theorem 3.2. For suitable initial data i.e. (u0, u1, θ0, q0) ∈ D2 (defined in (2.6)) the
semigroup generated by the system (1.8) − (1.10) complemented by boundary conditions
(1.13) is exponentially stable.

Proof of theorem 3.1. The proof of this theorem will be established through several
inequality’s and lemmas as follows,

I. For any real number α > 0 we have, the Schwarz Inequality (cf. Mitrinović et al [11])∫
Ω

φψ ≤
∫

Ω

∣∣∣φψ∣∣∣ ≤ 1

2

(
α

∫
Ω

φ2 +
1

α

∫
Ω

ψ2

)
. (3.2)

II. For any real number γ ≥ 1 and δ > 0 we have, Poincaré type Scheeffer’s inequality (cf.
Mitrinović et al [11])∫

Ω

u2 dx ≤ γ

∫
Ω

|∇u|2 dx and

∫
Ω

θ2 dx ≤ δ

∫
Ω

|∇θ|2 dx, (3.3)

as u(x, t) and θ(x, t) satisfy boundary conditions (1.12).

Now, we need to establish the following lemmas.
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Lemma 3.1. For every strong solutions (u, ut, θ, q) of the system (1.8)− (1.10) together
with boundary conditions (1.12) with (u0, u1, θ0, q0) ∈ D1, the time derivative of the func-
tional G(t) defined by

G(t) =

∫
Ω

[
uut +

a2β

2
|∇u|2

]
dx (3.4)

satisfies
dG

dt
≤ −C1E1 + C2

(∫
Ω

q2 +

∫
Ω

qt
2 +

∫
Ω

|∇ut|2
)
, (3.5)

where C1, C2 > 0 will be made explicit in the proof.

Proof. Differentiating (3.4) with respect to t-variable with boundary conditions (1.12)
and using the energy estimate (1.14), we get

dG

dt
= −2 E1(t) +

∫
Ω

θ2 + τ

∫
Ω

q2 + 2

∫
Ω

ut
2 − η

∫
Ω

u∇θ. (3.6)

Using (3.2) and (3.3) into (3.6), we have

dG

dt
≤ −2 E1(t) + δ

∫
Ω

|∇θ|2 + τ

∫
Ω

q2 + 2γ

∫
Ω

|∇ut|2 +
η

2

[
α

∫
Ω

u2 +
1

α

∫
Ω

|∇θ|2
]

= −2 E1(t) +
(
δ +

η

2α

)∫
Ω

|∇θ|2 + τ

∫
Ω

q2 + 2γ

∫
Ω

|∇ut|2 +
ηα

2 a2

∫
Ω

a2 |∇u|2

≤ −
(

2− ηα

a2

)
E1(t) +

(
δ +

η

2α

)∫
Ω

|∇θ|2 + τ

∫
Ω

q2 + 2γ

∫
Ω

|∇ut|2, (3.7)

we chose α > 0 such that,

C1 := 2− ηα

a2
> 0.

Now, from equation (1.10) of our system we get

|∇θ|2 =
τ 2

κ2
qt

2 +
2τ

κ2
qt q +

1

κ2
q2.

Hence ∫
Ω

|∇θ|2 ≤
(
τ + 1

κ

)2(∫
Ω

qt
2 +

∫
Ω

q2

)
. (3.8)

Therefore, employing (3.8) into (3.7) we get (3.5), where C1 has already been defined,
while

C2 := max

[(
δ +

η

2α

)(τ + 1

κ

)2

;
(
δ +

η

2α

)(τ + 1

κ

)2

+ τ ; 2 γ

]
,

where α > 0 is fixed in C2. This ends the proof.

Lemma 3.2. The functional G(t) given by (3.4) satisfies the inequality

−
√
γ

a
E1(t) ≤ G(t) ≤

(√
γ

a
+ β

)
E1(t) for t ≥ 0. (3.9)
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Proof. Using (3.2), (3.3) and (1.14), we get

∣∣∣∣∫
Ω

uut dx

∣∣∣∣ ≤ 1

2

[
a
√
γ

∫
Ω

u2dx+

√
γ

a

∫
Ω

ut
2dx

]
≤ 1

2

[√
γ

a

∫
Ω

a2|∇u|2dx+

√
γ

a

∫
Ω

ut
2dx

]
≤
√
γ

a
E1(t) for t ≥ 0. (3.10)

Also, from (1.14), we have

a2β

2

∫
Ω

|∇u|2dx ≤ βE1(t) for t ≥ 0. (3.11)

Thus, from (3.10) and (3.11), we get

−
√
γ

a
E1(t) ≤ G(t) ≤

(√
γ

a
+ β

)
E1(t) for t ≥ 0.

Hence the lemma is proved.

Remark 3.1. One can extend the result of lemma 3.3 as

−
√
γ

a
(E1(t) + E2(t)) ≤ G(t) ≤

(√
γ

a
+ β

)
(E1(t) + E2(t)) for t ≥ 0. (3.12)

This extension will help us to established asymptotic stability of the system (1.8)− (1.10)
together with boundary conditions (1.12).

Now, we proceed like Gorain [5], Komornik [9]. Let us introduce an energy like Lyapunov
functional V (t) defined by

V (t) := E1(t) + E2(t) + εG(t) for t ≥ 0, (3.13)

where ε > 0 is a non-negative real number, that will be defined later.

Now, taking time derivative of (3.13) and applying (1.15), (1.20), and (3.5), we get

dV

dt
=

dE1

dt
+
dE2

dt
+ ε

dG

dt

≤ −a2β

∫
Ω

∇ut2 −
∫

Ω

q2 − a2β

∫
Ω

∇utt2 −
∫

Ω

q2
t − εC1E1(t)

+εC2

∫
Ω

q2 + εC2

∫
Ω

qt
2 + εC2

∫
Ω

|∇ut|2

= −εC1E1(t)− (a2β − εC2)

∫
Ω

|∇ut|2 − (1− εC2)

∫
Ω

q2

−(1− εC2)

∫
Ω

qt
2 − a2β

∫
Ω

∇utt2. (3.14)

11



Since C1 and C2 are already fixed by lemma 3.2, we assume ε > 0 so that

1− εC2 > 0 and a2β − εC2 > 0

Thus, from (3.14), we get the differential inequality

dV

dt
≤ −εC1E1(t). (3.15)

In order to ensure the positivity of V (t), we use the result (3.12) and we get 1−ε
√
γ

a
> 0.

Now, we define

0 < ε < ε0 := min

[
1

C2

,
a2β

C2

,
a
√
γ

]
. (3.16)

Integration of (3.15) over (0, t), recalling that E1(t) is non-increasing, yields

tE1(t) ≤
∫ t

0

E1(s)ds ≤ 1

εC1

(V (0)− V (t)) ≤ V (0)

εC1

, for all t > 0,

Incorporating the result (3.12), we assume c0 =
1 +

(√
γ

a
+ β

)
εC1

, we have

E1(t) ≤ c0(E1(0) + E2(0))

t
for all t > 0.

Hence the theorem 3.1 is proved.

Proof of theorem 3.2. In order to prove the exponential decay with the help of semi-
group theory, we are going to use necessary and sufficient conditions for C0-semigroups
being exponentially stable in a Hilbert space. This result was obtained by Gearhart [4]
and Huang [8], independently

Theorem 3.3. (Gearhart) Let (SA(t))t≥0 be a C0-semigroup of contractions in a Hilbert
space. Then SA(t) is exponential stable (that is there exist M ≥ 1, µ > 0 such that
||SA(t)|| ≤Me−µ t, for all t ≥ 0) if and only if,

iR = {iµ : µ ∈ R} ⊂ %(A)

and
lim sup
|λ|→∞

||(iλ I −A)−1|| <∞.

Now, we will use the theorem 3.3 to prove exponential stability of the system (1.8)-(1.10)

with boundary conditions (1.13). Furthermore, we assume that

∫
Ω

θ0 = 0, so that the

temperature θ has zero mean value for every time. From now on, we thus assume that∫
Ω

θ = 0 for all t ≥ 0. (3.17)
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According to the theorem 3.3, we will prove

iR = {iµ, µ ∈ R} ⊂ %(A). (3.18)

Suppose the equation (3.18) is false, then there exists µ ∈ R such that iµ ∈ σ(A).

Since 0 ∈ %(A) and A−1 is compact, that is, the spectral values are eigenvalues.

Let U = (u, v, θ, q)T ∈ D2, U 6= 0, such that

(iµI −A)U = 0, i.e. iµU = AU. (3.19)

Using the definition of A, we have from (3.19),

iµu = v, (3.20)

iµv = a2∆u+ a2β∆v − η∆θ, (3.21)

iµθ = η∆v − κ div q, (3.22)

iµτq = −q − κ∇θ. (3.23)

Substituting (3.20) into (3.21), we get

ia2βµ∆u = η∆θ − a2∆u− µ2u. (3.24)

From (3.23) we have,

q = − κ

(1 + iµτ)
∇θ. (3.25)

Now, multiplying equation (3.24) by u and integrating over Ω, we obtain

−ia2βµ

∫
Ω

|∇u|2 = −η
∫

Ω

∇θ∇u+ a2

∫
Ω

|∇u|2 − µ2

∫
Ω

u2. (3.26)

Then

−η
∫

Ω

∇θ∇u+ a2

∫
Ω

|∇u|2 − µ2

∫
Ω

u2 = 0

and

a2βµ

∫
Ω

|∇u|2 = 0. (3.27)

Since µ > 0 and β > 0, so we have

∫
Ω

|∇u|2 = 0, which implies |∇u| = 0. Now, by using

Poincaré inequality (3.3), we have u = 0 on L2(Ω). Finally u is continuous, regular and
u = 0 (by boundary condition (1.13)), we have u = 0 and hence from (3.20) v = 0 .

Since v = 0, so equation (3.22) is converted to

iµθ = −κ div q. (3.28)

Injecting (3.25) into (3.28), we have

−κ2∆θ + µ2τθ = iµθ. (3.29)
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Now, multiplying equation (3.29) by u and integrating over Ω, we obtain

−κ2

∫
Ω

|∇θ|2 + µ2τ

∫
Ω

θ2 = iµ

∫
Ω

θ2. (3.30)

Then

−κ2

∫
Ω

|∇θ|2 + µ2τ

∫
Ω

θ2 = 0

and

µ

∫
Ω

θ2 = 0. (3.31)

As µ > 0, we have from (3.31)

∫
Ω

θ2 = 0, which implies θ = 0.

Finally, we multiply equation (3.23) by q and integrate over Ω, we have

iµτ

∫
Ω

q2 = −
∫

Ω

q2 − κ
∫

Ω

∇θ q. (3.32)

Then

−
∫

Ω

q2 − κ
∫

Ω

∇θ q = 0

and

µτ

∫
Ω

q2 = 0. (3.33)

As µ > 0 and τ > 0, we have from (3.33)

∫
Ω

q2 = 0, which implies q = 0.

So, finally we achieve that u = 0 = v = θ = q, which contradicts the fact U 6= 0.
Therefore, iR ⊂ %(A).

Now, we will prove that
lim sup
|λ|→∞

||(iλI −A)−1|| <∞. (3.34)

Suppose (3.34) is false, and we assume that

lim sup
|λ|→∞

||(iλI −A)−1|| =∞, (3.35)

then there exist a sequence Vn ∈ H and λn ∈ R such that ||(iλnI − A)−1Vn|| ≥ n||Vn||,
for all n > 0.

Thus iλn ∈ %(A), that is, there exist Un ∈ D2 such that (iλnI−A)Un = Vn with ||Un|| = 1
So we have

Un = (iλnI −A)−1Vn

and
||Un|| ≥ n||(iλnI −A)Un||.
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Then 1 = ||Un|| ≥ n||Gn||, i.e.
1

n
≥ ||Gn||, where Gn := (iλnI −A)Un. As n→∞, we get

limn→∞Gn = 0 on H.

Now, let Un := (un, vn, θn, qn)T . Then

〈Gn, Un〉 = 〈iλnUn −AUn, Un〉
= iλn||Un||2 − 〈AUn, Un〉 (3.36)

Taking the real part on both side of (3.36), we have

−Re 〈AUn, Un〉 = Re 〈Gn, Un〉

and then

a2β

∫
Ω

|∇vn|2 +

∫
Ω

qn
2 = Re 〈Gn, Un〉 ≤ ||Gn|| ||Un|| = ||Gn|| → 0. (3.37)

Thus

a2β

∫
Ω

|∇vn|2 +

∫
Ω

qn
2 → 0 as n→∞. (3.38)

Now consider the equation (3.36) and multiply it by i, we have

−λn||Un||2 − i 〈AUn, Un〉 = i 〈Gn, Un〉

Since | 〈Gn, Un〉 | ≤ ||Gn|| ||Un|| = ||Gn|| → 0 and from (3.38), ||Un||2 → 0 as n→ 0, which
is a contradiction. Therefore

lim sup
|λ|→∞

||(iλI −A)−1|| <∞.

Hence the theorem 3.2 is proved.

4 Conclusion

This study deals the mathematical stability of the vibrations of flexible structures gov-
erned by the standard linear model of viscoelasticity together with the thermal effect
satisfying the system of differential equations (1.8)-(1.10). The well-possedness of the
system is discussed through semi-group theory. The stability of the system by means of
explicit forms of exponentially energy decay estimate as well as asymptotical energy decay
estimate are achieved.
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