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Abstract:      

 By using the mixed variable transformation 𝜑 = 𝑙𝑛𝑦(𝑋); 𝑋 = 𝑎𝑥 + 𝑏𝑡 + 𝛾 we derived some 

modified formulas for sinh-Gordon equation reducible to the Painleve equations and we found 

the exact solutions for them and for other equations derived from them. 
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1. Introduction 

 

   Investigation of exact solutions of nonlinear evolution equations [7] has been a hot topic of 

research for several decades. The powerful methods used for this purpose are for example, 

Backlund transformation[4], inverse scattering technique[1],Hirota’s direct method [8], tanh 

method [11],series method [3,10], Jacobian elliptic function expansion method and its 

extension [9, 12, 13], and the algebraic method[2]. For importance of Painleve equations (P-

type equations) [14,15], some researchers tried using transformations to transform the partial 

differential equations or new modified equations to P-type equations, In [5], new modified 

forms for Sine-Gordon equation  sin ttxx  reduced to the p-type equations by using 

mixed variables transformation (MVT): 

)(tan4 1 Xu  ; 
21 c

ctx
X




  

The general form of ordinary differential equation with no movable critical points of order two 

is[6]: 
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where L, M and N are fractional functions in w. 

There are two basic conditions to determine L, M and N: 

a. 0),( wxL  or one of the following forms: 
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where an are arbitrary function for x 

b.M and N must be as the following forms: 
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Where l(x ,w) with l degree in w is a least common denominator(LCD) for partial fractions in 

L(x ,w) and m(x, w) , n(x ,w) are polynomials in w with degree greater than or equal l+1 and 

l+3 respectively. 

 

2. Main Result 

      Consider the nonlinear partial differential equation: 

    𝜑𝑡𝑡 − 𝜑𝑥𝑥 = 𝑠𝑖𝑛ℎ𝜑                                                                                                            (2.1)                                                                                      

Let the modified formula of the equation (2.1) as: 

𝜑𝑡𝑡 − 𝜑𝑥𝑥 − 𝑠𝑖𝑛ℎ𝜑 = 𝐻(𝜑, 𝜑𝑥)                                                                                                   (2.2) 

Let we take the mixed variables transformation: 

𝜑 = 𝑙𝑛𝑦(𝑋); 𝑋 = 𝑎𝑥 + 𝑏𝑡 + 𝛾                                                                                                      (2.3) 

Where 𝑎, 𝑏 and 𝛾 are constants and 𝑎2 ≠ 𝑏2. 

By inserting (2.3) in (2.2) we have: 

𝑦𝑋𝑋 =
1

𝑦
𝑦𝑋

2 +
1

2(𝑏2−𝑎2)
(𝑦2 − 1) +

𝑦

(𝑏2−𝑎2)
𝐺(𝑦, 𝑦𝑋)                                                                      (2.4) 

Where 𝐺(𝑦, 𝑦𝑥) is the result function from inserting (2.3) in 𝐻(𝜑, 𝜑𝑥). 

Let 𝐺(𝑦, 𝑦𝑋) = 𝐺1(𝑦)𝑦𝑋
2 + 𝐺2(𝑦)𝑦𝑋 + 𝐺3(𝑦)                                                                              (2.5) 

By inserting (2.5) in (2.4) we have: 

𝑦𝑋𝑋 = (
1

𝑦
+

𝑦

(𝑏2−𝑎2)
𝐺1(𝑦)) 𝑦𝑋

2 +
𝑦

(𝑏2−𝑎2)
𝐺2(𝑦)𝑦𝑋 +

𝑦2−1

2(𝑏2−𝑎2)
+

𝑦

(𝑏2−𝑎2)
𝐺3(𝑦)                        (2.6) 

From compare equation (2.6) with equation (1.1) we have: 

𝐿(𝑋, 𝑦) =
1

𝑦
+

𝑦

(𝑏2−𝑎2)
𝐺1(𝑦)  

𝑀(𝑋, 𝑦) =
𝑦

(𝑏2 − 𝑎2)
𝐺2(𝑦) 

𝑁(𝑋, 𝑦) =
𝑦2 − 1

2(𝑏2 − 𝑎2)
+

𝑦

(𝑏2 − 𝑎2)
𝐺3(𝑦) 

Case1: 

If 𝐿(𝑋, 𝑦) = 0, then 𝑀(𝑋, 𝑦) and 𝑁(𝑋, 𝑦) are polynomials of degree 1 and 3 respectively, that 

is mean: 

1

𝑦
+

𝑦

(𝑏2 − 𝑎2)
𝐺1(𝑦) = 0 

𝑦

(𝑏2 − 𝑎2)
𝐺2(𝑦) = 𝐴𝑦 + 𝐵 

 



𝑦2 − 1

2(𝑏2 − 𝑎2)
+

𝑦

(𝑏2 − 𝑎2)
𝐺3(𝑦) = 𝐶𝑦3 + 𝐷𝑦2 + 𝐸𝑦 + 𝐹 

 

Where 𝐴, 𝐵, 𝐶, 𝐷, 𝐸, 𝐹are arbitrary functions of 𝑋 only and 𝐴, 𝐶takes the following special 

values.                                                        

𝑎) 𝐴 = 0, 𝐶 = 0                      𝑏) 𝐴 = −2, 𝐶 = 0    

𝑐) 𝐴 = −3, 𝐶 = −1              𝑑)) 𝐴 = −1, 𝐶 = 1 

𝑒)𝐴 = 0, 𝐶 = 2 

Substituting 𝐺1(𝑦), 𝐺2(𝑦), 𝐺3(𝑦)in (2.5), we have: 

𝐺(𝑦, 𝑦𝑋) =
(𝑎2−𝑏2)

𝑦2
𝑦𝑋

2 +
(𝑏2−𝑎2)

𝑦
(𝐴𝑦 + 𝐵) +

(𝑏2−𝑎2)(𝐶𝑦3+𝐷𝑦2+𝐸𝑦+𝐹)

𝑦
−

𝑦2−1

2𝑦
                            (2.7) 

Since from (2.3) we have 𝑦 = 𝑒𝜑 then : 

𝐻(𝜑, 𝜑𝑥) =
(𝑎2−𝑏2)

𝑎2
𝜑𝑥

2 + (𝐴1𝑒𝜑 + 𝐵1)𝜑𝑥 + 𝐶1𝑒2𝜑 + 𝐷1𝑒𝜑 + 𝐹1𝑒−𝜑 + 𝐸1 − 𝑠𝑖𝑛ℎ𝜑          (2.8) 

Where 𝐴1, 𝐵1, 𝐶1, 𝐷1, 𝐸1, 𝐹1 are the new functions. 

(i) If 𝐴1 = 𝐵1 = 𝐶1 = 𝐷1 = 𝐸1 = 𝐹1 = 0 , then equation (2.8) will be: 

          𝐻(𝜑, 𝜑𝑥) =
(𝑎2−𝑏2)

𝑎2 𝜑𝑥
2 − 𝑠𝑖𝑛ℎ𝜑                                                               

That is mean under the transformation (2.3) the partial differential equation obtained is: 

𝜑𝑡𝑡 − 𝜑𝑥𝑥 =
(𝑎2−𝑏2)

𝑎2 𝜑𝑥
2                                                                                                         (2.9) 

And this will be reducible to the following P-type equation: 

𝑦𝑋𝑋 = 0                                                                                                                                  (2.10) 

The general solution for (2.10) in terms of 𝑥 𝑎𝑛𝑑 𝑡 is: 

𝑦(𝑥, 𝑡) = 𝑎1𝑥 + 𝑏1𝑡 + 𝜃 

Exact solution for (2.9) is:       

    𝜑(𝑥, 𝑡) = ln (𝑎1𝑥 + 𝑏1𝑡 + 𝜃) 

From the transformation (2.3), we obtain: 

𝜑𝑥 =
𝑎

𝑦
𝑦𝑋 

And since the first integral of (2.10) is 𝑦𝑋 = 𝑐 , where c is arbitrary constant this leads to 

𝜑𝑥 =
𝑎𝑐

𝑒𝜑
                                                                                                                                 (2.11) 

Substituting (2.11) in equation (2.9) we obtain the partial differential equation: 

𝜑𝑡𝑡 − 𝜑𝑥𝑥 = (𝑎1
2 − 𝑏1

2)𝑒−2𝜑                                                                                                     (2.12) 

Where 𝑎1, 𝑏1 are new constants. 

An exact solution for (2.12) can be obtained if we integrate (2.11) as: 

∫ 𝑒𝜑 𝑑𝜑 = ∫ 𝑎𝑐 𝑑𝑥 

Therefore: 

𝜑(𝑥, 𝑡) = ln (𝑎1𝑥 + 𝑘) 

Where k is constant. 

(ii) If 𝐴1 = 𝐵1 = 𝐷1 = 𝐸1 = 𝐹1 = 0 𝑎𝑛𝑑 𝐶1 = 6 then: 

𝐻(𝜑, 𝜑𝑥) =
(𝑎2 − 𝑏2)

𝑎2
𝜑𝑥

2 + 𝐶1𝑒2𝜑 − 𝑠𝑖𝑛ℎ𝜑 

That is mean under the transformation (2.3) the partial differential equation obtained is: 



𝜑𝑡𝑡 − 𝜑𝑥𝑥 =
(𝑎2−𝑏2)

𝑎2
𝜑𝑥

2 + 6𝑒2𝜑                                                                                           (2.13) 

And this will be reducible to the following P-type equation: 

𝑦𝑋𝑋 = 6𝑦2                                                                                                                           (2.14)  

From the transformation (2.3), we obtain: 

𝜑𝑥 =
𝑎

𝑦
𝑦𝑋 

And since the first integral of (2.14) is 𝑦𝑋 = √4𝑦3 + 𝑘 , where k is arbitrary constant , this 

leads to 

𝜑𝑥 =
𝑎

𝑒𝜑 √4𝑒3𝜑 + 𝑘                                                                                                                       (2.15) 

Substituting (2.15) in equation (2.13) we obtain the partial differential equation: 

𝜑𝑡𝑡 − 𝜑𝑥𝑥 = 4(𝑎2 − 𝑏2)𝑒𝜑 + 𝑘(𝑎2 − 𝑏2)𝑒−2𝜑 + 6𝑒2𝜑                                                           (2.16) 

An exact solution for (2.16) can be obtained as: 

If 𝑘 = 0 in (2.16),then: 

∫ 𝑒
−𝜑

2 𝑑𝜑 = 2𝑎 ∫ 𝑑𝑥 

𝜑(𝑥, 𝑡) = 2ln (
1

𝑎𝑥 + 𝑤(𝑡)
)2 

Where 𝑤(𝑡) is arbitrary function. 

 

Case2: 

 𝐿(𝑋, 𝑦) ≠ 0 

If we take the P-type equation  

𝑦𝑋𝑋 =
1

𝑦
𝑦𝑋

2                                                                                                                                      (2.17) 

And compare it with the equation (2.4) we obtain: 

𝐺(𝑦, 𝑦𝑋) =
1−𝑦2

2𝑦
                                                                                                

Therefore: 

𝐻(𝜑, 𝜑𝑥) = − sinh 𝜑                                                                           

That is mean under the transformation (2.3) the partial differential equation obtained is: 

𝜑𝑡𝑡 − 𝜑𝑥𝑥 = 0                                                                                                                                  (2.18) 

An exact solution for (2.18) can be obtained as: 

From equation (2.17), we have: 

𝑦 = 𝑐1𝑒𝑐2𝑥 

Therefore: 

𝜑(𝑥, 𝑡) = 𝑘1𝑥 + 𝑘2𝑡 + 𝜇 

Where 𝑘1, 𝑘2 𝑎𝑛𝑑 𝜇 are constants. 
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