
1.
Introduction                                                                                                                   
Drug research often involves repeated multivariate outcomes on a small number of subjects for which there is interest in identifying outcomes that exhibit change in their levels over time as well as to characterize the nature of that change. Multiplicity is a challenging statistical issue in drug discovery, and a particular example is multivariate covariance study. Biomedical and drug research often involves the analysis of multiple outcomes recorded on repeated occasions [1].              
Statistical procedures for comparing several treatments with a control have been extensively discussed when data are completely observed in a one-way layout (see, for example, [2]). In experimental chemotherapy, different therapies (treatments) are usually compared with a standard therapy or placebo (control) to evaluate the effect of the treatments on the animals. Of particular interest are those treatments in which effects exceed that of the control. 
The thrust of this paper is to consider the practical problem in experimental chemotherapy where several treatment groups are compared with a control group in a multivariate covariance analysis subject to multiple testing procedures, such as, Tukey, Scheffe and Bonferroni.
2.
Materials and Methods
Some data obtained from the laboratory on experimental mice exposed to some classified plant extracts and compounds were used. The experimental plan consists of an experiment in which an unequal number of mice were subjected to some plant extracts and compounds. Mice of both sexes, 20-22g, 6 to 8 weeks of age were used in all experiments, and were infected each with 50 cercariae of  S. mansoni  (Puerto Rican strain) by tail immersion [3][4]. The mice were kept in groups in Makrolon Bayer cages and had free access to feed (ssniff – R – pellets, Intermast GmbH) and water.

In this study, the mice were used 48 to 55 days after infection.  Because of the slow onset of the antischistosomal action of some of these extracts, evaluation of the chemotherapeutic activity by autopsy of the treated mice was performed some weeks after drug administration [4]. Killing mice of the seven groups in the experimental group then determined the effect of treatment.  The animals were usually sacrificed between 08.00 and 10.00 hours.  They were not fasted the night before they were sacrificed [5].

Autopsy was done on all mice 8 weeks after infection; they were particularly examined for worms in the hepatic portal and mesenteric veins.  Their liver and intestine were examined between glass plates for worms and eggs.  This method of worm determination was used instead of perfusion because with it more counts were possible [4]. Tissue specimens, including the liver, colon and small intestine, were taken at necropsy for histological examination.

2.1
Post-hoc Testing of ANOVAs

Multiple comparison procedures are commonly used in an analysis of variance after obtaining a significant omnibus test result, like the ANOVA F-test. The significant ANOVA result suggests rejecting the global null hypothesis, H0 that the means are the same across the groups being compared. Multiple comparison procedures are then used to determine which means differ. In a one-way ANOVA involving K group means, there are k(k – 1)/2 pairwise comparisons.

A number of methods have been proposed for this problem, some of which are: Single-step procedures such as Tukey–Kramer method (Tukey's HSD) (1951) and Scheffe method (1953); Multi-step procedures based on Studentized range statistic such as Duncan's new multiple range test (1955), Nemenyi test, Bonferroni–Dunn test, Student Newman-Keuls, Dunnett's test (1955).
Choosing the most appropriate multiple-comparison procedure for your specific situation is not easy. Many tests are available, and they differ in a number of ways [6].
2.2
Multiple Comparison Procedures

We consider the three procedures for analysis models which permit the family confidence coefficient to be controlled. The three methods are Tukey, Scheffe and Bonferroni.

The Tukey method of multiple comparisons applies when:

i) All factor level sample sizes are equal, i.e. 
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ii) The family of interest is the set of all pairwise comparisons of factor level mean, i.e. the family consists of estimates of all pairs 
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This method is inappropriate for the data because of unequal sample sizes.

The Scheffe method of multiple comparisons applies when:

i) Regardless whether or not the factor level sample sizes are equal

ii) When the family of statements is the set of estimates of all possible contrasts.

The Bonferroni method of multiple comparisons applies when:

i) The factor level sample sizes are equal or unequal, and for pairwise comparisons as well as for general contrasts
ii) The family of interest is the particular set of estimated contrasts specified by the researcher.

2.3
Difference Between Scheffe and Bonferroni Methods

Both Scheffe and Bonferroni methods of multiple comparisons are appropriate for the considered data. However, the latter is preferred because it gives narrower confidence limits [7].

If the family consists of s statements, the Bonferroni inequality implies that the confidence is at least 
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 that all of the following confidence intervals are correct:
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3.
Results and Discussion
These will be shown clearly under the following:

3.1
Estimation of the Difference Between Two Factor-Level Means  

The means of the factor level are given as
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Table 1 reveals the complete paired difference table 
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 for the point estimates.
Table 1: The Point Estimates of the Paired Differences for E1 Data
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The point estimates of the treatment effects vary from 2.924 for E15 (Praziquantel) to 6.116 for E16 (Cremophore). This leads to paired differences varying from 2.132 (for E11 and E15) to 3.191 (for E16 and E15) for comparisons involving praziquantel. 
3.2
Bonferroni Method of Multiple Comparisons Between Two Factor-Level Means

Using the procedure of estimation of contrast on the Bonferroni inequality, we consider

The contrast between group E11 and E12.
Put 
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Estimated variance, 
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By linear interpolation,  
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The confidence intervals are  
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which gives 
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Table 2 shows the upper diagonal matrix of the paired difference in the interval estimates.

Table 2: Matrix for the Interval Estimates of the Paired Difference for E1 Data
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We conclude that for those intervals that include the point 0 on Table 2, the estimated paired differences are not statistically significant. The significant cases are prominent for column 5 or row 5 involving praziquantel. The only other significant one is the comparison of 6 (cremophore) with 1 (ginger chloroform). Thus, the multiple comparison procedure permits us to infer, with a 95% family confidence for the chain of conclusions, that praziquantel (5) leads to highest parasite mortality while ginger chloroform (1), isoquinoline (2), chalcone 3 (3), chalcone 4 (4), cremophore (6) and control (7) are substantially less effective and do not differ much among themselves. However, ginger chloroform (1) is the distant second best, chalcone 4 (4) is the third best, isoquinoline (2) is the fourth best, followed by chalcone 3 (3), then cremophore (6) and control group (7).
3.3
Further Investigation of Treatment Effects

To collaborate the results of Bonferroni method of multiple comparison, we adopt the balanced Newman-Keul’s test to compare the means of the plant extracts in a pairwise manner. This essentially provides a logical procedure for ordering the plant extracts by their effect on the organs.
Since the mean treatments of the seven plant extracts differ, we compute the mean corresponding to each plant extracts and arrange in ascending order.

Put 
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We now prepare the table of difference thus:

Table 3: Newman-Keul’s Test Table

	k
	k-1
	k-2
	k-3
	k-4
	k-5

	7
	6
	5
	4
	3
	2

	3.191
	1.059

2.927


	.431

.796

2.915
	.369

.167

.783

2.822
	.276

.105

.155

.691

2.760
	.264

.012

.093

.062

.629
2.132


             where k is the number of means in the experiment.
To prepare the list of the least significant ranges, we calculate
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Referring back to Table III, we consider each diagonal element and compare with 
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4.
Conclusion
We conclude that on one hand praziquantel 
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 differs significantly from others (ginger chloroform, isoquinoline, chalcone 3, chalcone 4, cremophore and the control group). On the other hand, ginger chloroform is significantly different in effect from cremophore. This corrobarates exactly with our result from the Bonferroni test.
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