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Abstract: The objective of this paper is to investigate the causal relationship between oil price changes and economic growth in Tunisia over a period from 1990 to 2015. To do this, we used an econometric approach and this through the dynamics of the Vector Auto Regressive (VAR) that allows us to analyze the impact of a positive impact of oil prices on economic growth of Tunisia. The analysis of variance decomposition and impulse response functions that are diagnostic tools relationships between variables and their long-term behavior show that the price shock oil will have a big impact on economic growth in Tunisia. The results show that the two series are integrated of order one (I (1)), the existence of a long term relationship between oil prices and economic growth and the absence of causality Granger between GDP and oil prices.
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1. Introduction 

After the two oil shocks in 1973 and 1979, energy markets have become complex and volatile. The confrontation between oil supply and demand sets each day an unstable equilibrium based on many factors. Indeed, the instantaneous oil demand depends on many factors (economic growth level, changes in temperature and expectations of applications ...). In other words, oil supply depends on meeting quotas of member countries of OPEC and the social and political events affecting production or transportation (strike in Nigeria, government intervention in Venezuela). 
Oil prices are characterized by strong fluctuations. This volatility has reached its limits in 1998 when the Brent price fell below $ 10 by barrel, a price that some economists regard as close to the price of perfect competition. The explanation of this volatility in oil prices stems from geopolitical issues that determine a price range is important. The determination of oil prices appears to be dependent on many factors: 
Political factors: 
• Lack of security: Iraq war, possible terrorist attacks in Saudi Arabia, Iran threat, Hugo Chavez declarations... 
• Uncertainty about future investment in the general context: nationalist reflexes, close to foreign investors, tightening fiscal, policy instability, social unrest... 
Situational factors: 
• Exchange rate euro / dollar "impact on oil prices. 
• Decreases inventory. 
• Climate Change. 
    Soaring oil prices was triggered in 2003 with acceleration from 2004 who have reached the $ 78 by barrel with fluctuations at 5 to 10% from one week to another in 2005. 
However since September 2005, the upward trend in prices marked acceleration. Indeed, the Brent price crude raised $ 10 in early 1999 to $ 73 in August 2006 and $ 93 in October 2007. The prices are seeing as fast as the outbreak. After beating the record $ 78 by barrel, oil is trading these days about $ 98 by barrel. 
    Moreover, the several studies to draw additional conclude. Thus, the effect of oil shocks is asymmetric. Indeed, rising oil prices have a larger impact that cuts on economic growth (and to a lesser extent inflation). This finding may be explained by downward rigidities of wages and prices. Moreover, the allocate effects on the labor market and uncertainty in financial markets as a result of fluctuations in oil prices. An obvious conclusion is that the impact of dearer oil is generally more pronounced in developing countries than in advanced countries. The oil has indeed a more important place in those countries mainly because of the weight of manufacturing and machinery generally less modern. This leads us to ask: What is the effect of a change in oil prices on Tunisia's economic growth?
    The remaining of the paper is organized in the following way. Section II dwells on literature review. Section III presents the econometric methodology, section IV contains empirical results and discussion, and finally, concludes are drawn in section V.
2. Literature review
 A number of empirical studies have explored the relationship between economic growth and oil price. Hamilton (1983) was showed a negative relationship between oil prices and macroeconomic activity in the United States. Hooker (1994) confirmed Hamilton’s results and demonstrated that from 1948 to 1972, oil price variability exert influence on GDP growth. His results show that an increase of 10% in oil prices led to a lower GDP growth of roughly 0.6 % in the third and fourth quarters after the shock. Later, Mork (1989), Lee et al., (1995) and Hamilton (1996) introduced non-linear transformations into the models and Granger causality tests. Results confirmed incidence of negative relationship between oil prices fluctuations and economic downturns as well as Granger causality from oil prices to growth before 1973 but no Granger causality from 1973 to 1994. Other studies include: Mork (1989), Federer (1996), Hamilton (1997), Lee and Ni (2002) and Balke et al., (2002).
Recently, Gounder and Barleet (2007) using both linear and nonlinear oil price transformation discovered a direct link between net oil price shock and economic growth in New Zealand. In addition, oil price shock was discovered to have substantial effect on inflation and exchange rate. In a comparative study of the impact of oil price shock and exchange rate volatility on economic growth, Jin (2008) discovered that the oil price increases exerts a negative impact on economic growth in Japan and China and a positive impact on economic growth of Russia. Specifically, a 10% permanent increase in international oil prices is associated with a 5.16% growth in Russian GDP and a 1.07% decrease in Japanese GDP.
3. Methodology 

a. Granger Causality Tests Effect 

Several studies have been devoted to the study of causality between variables (Granger, 1969; Sims, 1972). Furthermore, we carried out the Granger causality test where Granger (1969) proposed a time series data based approach in order to determine causality. For example if we want to explore the causal relationship between oil prices (pt) and economic growth (yt):
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With n the number of lags
If βi coefficients are jointly significantly different from zero, the Granger test suggests that oil prices (pt) is a cause of real GDP (yt) and if 
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is jointly significantly different from zero, the Granger test suggests that real GDP (yt) is a cause of oil prices (pt). 
If the two causalities are verified, we can conclude the return causality "feedback causality" between the two variables.
b. Causality Test and Co-integration Variable 

The relationship causality between different time series is based as following steps: 
i. Unit Root Tests 
The vector error correction model results to lead us to examine the stationary of the series. A stochastic process is stationary if its first and second moments are constant. 
Analytically, yt is stationary if: 
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 is a finite covariance matrix. 

    Dickey-Fuller (DF) tests is that the non-stationary statistical series. In other words, this test detects the presence or absence of a unit root. Base models of the construction of this test are: 
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    By using the statistical Student’s
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    To get a broader view, Dickey-Fuller took an autoregressive process of higher order known as the Augmented Dickey-Fuller (ADF). This test is represented as a following:
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ii. Co-integration 
The main objective of this paper is to assess not only the pairwise nature of causality among the variables, but, also the short run and long run dynamic impact as well, we tested for cointegration using two well known approaches: the one developed by Engle and Granger (1987) and the other one by Johansen (1988). 

· Engel - Granger Method
The Engle–Granger test is a procedure that involves an OLS estimation of a pre-specified cointegrating regression between the variables. This was followed by a unit root test performed on the regression residuals previously identified. We applied the Engle-Granger two-step procedure:
Step 1: Static regression between integrated variables. 
Step 2: Test to verify the residual stationary. 
This procedure has some weaknesses, as the test is sensitive to which variable is used as a conditioning left-hand-side variable, which is problematic in the case of more than two variables.
· Johansen method 

Johansen developed the maximum likelihood estimator for cointegration analysis. Johansen’s cointegration test is used as a starting point in the vector autoregression (VAR) model. The vector autoregression model of order p (VAR (p)) is constructed as a following equation:
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The number of cointegrating relationship of the system is based on determining the rank of the matrix(. Three cases are distinguished: 
- If rank (=0, then the matrix ( is null and the VAR model to writing as a VAR in difference.

- If rank ( = n, then the matrix ( is full rank and yt is stationary  
- If 0 < rank ( = r <n, then there are r cointegrating relationship between the process which consists Yt. 
The Lokelihood ratio is the ratio that gives the LR statistic defined as follows: 
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With T: The number of observations 
       ( : The eigenvalue of the matrix (  
        K: number of variables 
         r: rank of matrix (  
The number of cointegrating relationship is determined by through a sequential procedure. The decision rule is as a following: 
- If rank (=0 (r = 0), we test the hypothesis H0: r = 0 against H1: r> 0, if LR is greater than the critical value, we reject H0 and we move to the next step.

- We test the hypothesis H0: r = 1 against H1: r> 1 if H0 is rejected, we proceed to the next test. 
- If after rejecting the various hypotheses H0, the last step, we test H0: r = K-1 against H1: r = K. 
iii. An Error Correction Model
For interpret the vector error correction model found in the different regression equations. Indeed, an error correction model (ECM) can detect the dynamics of short-term and long term of a variable around its stationary equilibrium value. Thus, for an adjustment error correction requires that the sign of the coefficient of the residual is negative and statistically significant. In this regard, the higher the absolute value of the coefficient is higher, faster we reach the long-run equilibrium. 
The model error correction reads: 
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the error correction term to resulting from estimating the cointegrating relationship, ε is the error term stationary
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c. Causality Test 
The causality test based on the model vector error correction has the advantage of providing a causal relationship even if no estimated coefficient of lagged variables used is significant.

 Thus, an error correction model after processing can be rewritten as following equations: 
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From these both equations, pt does not cause yt the sense of Granger if
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4. Empirical Results

a. Statistical Data Properties 
Growth in Tunisia has been illegal since the 1970s, as the annual growth rate of around 16%, the highest, was completed in 1972 and the lowest growth rate (-4, 5%) was recorded in 1986.

It is noteworthy that, over the period 1988-1997, GDP growth per capita averaged 2.3% and the economic situation of Tunisia was influenced by Libya and its crisis EU economic partner which was a low rate of growth.

In 2003, despite the regional context marked by neighboring conflicts, the country recorded a growth of 4.93% and about thanks to a crop (olive oil) record in 2003-2004, despite the weakness of traditional exports.

The transitional phase (post-revolution period) was characterized by its negative effects on social and security problems, the deterioration of the business environment and the rule of the uncertainty that has caused decline in investment and productivity. Of these circumstances have led to a decline in demand for tourism services, disruption of economic activity and reduced foreign direct investment and consequently a decline in GDP growth. In this regard, the GDP growth rate was -1.8% in 2011, followed by a slight recovery in the economy to 2.60% in 2012. Private investment contracted, while public spending common, especially wages and salaries have increased considerably. In 2011, the budget deficit and the current account deficit were respectively about 5.2% and 7.6% of GDP, reflecting a rise in imports and a decline in tourism receipts.

However, with prolonged political and social instability, the economy could deteriorate. The public and private investment will contract, while a massive recruitment and increased the wage bill in the public sector will have a negative impact on the budget deficit, which could reach 6% of GDP.

Relative to potential GDP of Tunisia is characterized by very wide fluctuations before 1995 proving this way vis-à-vis fragile climatic conditions and the international situation. During the period 1996-2010 the output gap has stabilized parallel to a controlling inflation (3%). From 2011 inflationary pressures appeared to GDP was below its potential level.
Figure 1: Evolution of real GDP growth rate per capita (in %)
[image: image23.png]= GDP growth rate per capita





    Source: WDI (2015)
Between 2002 and 2007, the dollar price of Brent oil barrel was multiplied by 4.8: it rose from 19.4 to 92.5 dollars (figure 2). During 2007, it increased by 39 dollars, an increase of 72%. Several reasons can explain this dramatic increase:
- Global growth has been strong over the last few years (4.6% on average between 2002 and 2007), which increased oil consumption (+11% in volume between 2002 and 2007) despite soaring prices. The growth in demand was particularly strong in China;

 - Countries not members of OPEC (OPEC) could not increase production at the same rate as demand;

 - OPEC has taken decisions likely to support higher oil prices and smooth income over time by not accelerating its production;

- The potential for increased production and refining is limited because of the relatively low level of investments made in recent years;

 - Geopolitical instability since 2001 (terrorism, US intervention in Iraq, etc.) and political uncertainty in several producing countries (Iraq, Iran, Nigeria, Venezuela) were upside risks to oil production, which caused precautionary purchases and speculation.
Figure 2: Evolution of oil prices in dollars per barrel
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        Source: WDI (2015)
b. Specification model 
The first step in using a VAR model is the study of stationary data series.
· Stationarity test
A time series is stationary if it has neither a trend nor seasonality, specifically, no factors evolve over time. That said, we must first determine all the variables integration order. A variable is integrated of order p if its order p difference is stationary. In other words, the difference of order p is zero increase.

Several tests can highlight the stationarity of a series. We will implement the stationary test Dickey-Fuller (DF and ADF) on different sets of data and results are summarized in the following table:
Table 1: Unit Root Tests
	Variables
	ADF Level Test
	ADF Difference Test
	Integration order

	
	Intercept
	Trend
	None
	Intercept
	Trend
	None
	

	LnPP
	T-calculated
	-1.13
	-1.94
	0.38
	-3.37**
	3.10
	-3.29***
	I(1)

	
	T- tabulated
	-2.63
	-3.24
	-1.60
	-2.99
	3.24
	-2.66
	

	LnPIB
	T-calculated
	-1.96
	-1.76
	-1.41
	-3.83**
	-3.23
	-3.35***
	I(1)

	
	T- tabulated
	-2.64
	-3.26
	-2.67
	-3.02
	-3.27
	-2.69
	


Source:  author's estimate, Eviews 7 software

Through the results of ADF unit root tests, we find that all series are integrated of the same order 1. Furthermore, one can search for possible co-integration relationships between variables.

· Determinations of the lags number (p)

  The second step in the VAR modeling is determining the optimal VAR. For this, we used the Akaike and Schwarz criteria for determining the lags number.
	 Lag
	LogL
	LR
	FPE
	AIC
	SC
	HQ

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	0
	-42.81989
	NA 
	 0.383784
	 4.717884
	 4.817298
	 4.734708

	1
	-25.13415
	  29.78652*
	  0.091342*
	  3.277279*
	  3.575523*
	  3.327753*

	2
	-23.10642
	 2.988234
	 0.114692
	 3.484886
	 3.981959
	 3.569011

	3
	-21.34004
	 2.231209
	 0.152125
	 3.720005
	 4.415907
	 3.837779

	 * indicates lag order selected by the criterion
	
	
	

	 LR: sequential modified LR test statistic (each test at 5% level)
	
	

	 FPE: Final prediction error
	
	
	
	

	 AIC: Akaike information criterion
	
	
	
	

	 SC: Schwarz information criterion
	
	
	
	

	 HQ: Hannan-Quinn information criterion
	
	
	


  Source:  author's estimate, Eviews 7 software

The results provide an optimal VAR of order 1 that is to say, a VAR (1)
· Co-integration Johansen test (trace test and the proper value test)

The third step is the study of the relationship of co-integration using the trace test and the maximum value test.
	Date: 11/04/16   Time: 09:56
	
	

	Sample (adjusted): 1993 2015
	
	

	Included observations: 19 after adjustments
	

	Trend assumption: Linear deterministic trend
	

	Series: LNPP LNPIB 
	
	

	Lags interval (in first differences): 1 to 2
	

	Unrestricted Cointegration Rank Test (Trace)
	

	
	
	
	
	

	
	
	
	
	

	Hypothesized
	
	Trace
	0.05
	

	No. of CE(s)
	Eigenvalue
	Statistic
	Critical Value
	Prob.**

	
	
	
	
	

	
	
	
	
	

	None
	 0.446113
	 12.90335
	 15.49471
	 0.1184

	At most 1
	 0.084541
	 1.678265
	 3.841466
	 0.1952

	
	
	
	
	

	
	
	
	
	

	 Trace test indicates no cointegration at the 0.05 level

	 * denotes rejection of the hypothesis at the 0.05 level

	 **MacKinnon-Haug-Michelis (1999) p-values
	

	
	
	
	
	

	Unrestricted Cointegration Rank Test (Maximum Eigenvalue)

	
	
	
	
	

	
	
	
	
	

	Hypothesized
	
	Max-Eigen
	0.05
	

	No. of CE(s)
	Eigenvalue
	Statistic
	Critical Value
	Prob.**

	
	
	
	
	

	
	
	
	
	

	None
	 0.446113
	 11.22509
	 14.26460
	 0.1433

	At most 1
	 0.084541
	 1.678265
	 3.841466
	 0.1952

	
	
	
	
	

	
	
	
	
	

	 Max-eigenvalue test indicates no cointegration at the 0.05 level

	 * denotes rejection of the hypothesis at the 0.05 level

	 **MacKinnon-Haug-Michelis (1999) p-values
	


                        Source:  author's estimate, Eviews 7 software

The test results confirm the hypothesis that there is only one co-integration relationship between the two variables. The existence of at least one co-integration relation between the variables, all integrated in order one, I(1), requires the implementation of an error correction model to estimate the relationship between oil prices And economic growth in Tunisia.
· Estimation of the VECM model

The last step concerns the estimation of the Vector Error Correction Model (VECM) model with a single equation and the results are presented in the following table:
	Vector Error Correction Estimates

 Date: 11/04/16   Time: 10:01

 Sample (adjusted): 1992 2015

 Included observations: 21 after adjustments

 Standard errors in ( ) & t-statistics in [ ]

	Cointegrating Eq: 
	CointEq1
	

	
	
	

	
	
	

	LNPP(-1)
	 1.000000
	

	
	
	

	LNPIB(-1)
	 14.31726
	

	
	 (5.47397)
	

	
	[2.61552]
	

	
	
	

	C
	-16.71757
	

	
	
	

	
	
	

	Error Correction:
	D(LNPP)
	D(LNPIB)

	
	
	

	
	
	

	CointEq1
	 0.000574
	-0.055971

	
	 (0.00804)
	 (0.02421)

	
	[0.07141]
	[-2.31185]

	
	
	

	D(LNPP(-1))
	-0.007693
	 1.135393

	
	 (0.30271)
	 (0.91173)

	
	[-0.02541]
	[1.24532]

	
	
	

	D(LNPIB(-1))
	 0.022197
	-0.243424

	
	 (0.07873)
	 (0.23713)

	
	[0.28194]
	[-1.02654]

	
	
	

	C
	 0.033239
	-0.123556

	
	 (0.06794)
	 (0.20463)

	
	[0.48922]
	[-0.60379]

	 R-squared
	 0.012499
	 0.511217

	 Adj. R-squared
	-0.161766
	 0.424961

	
	
	


                                          Jarque-Bera
                            1.91 (0.29)             3.86 (0.14)
                                                                        White = 11,26 (0.73)

                 LM(1) = 2.21 (0.69)
                                          Source:  author's estimate, Eviews 7 software

For the econometric robustness of the model which is evaluated by the Jarque-Bera normality test administered to each equation, by the serial independence test of the Lagrange multiplier (for lag p = 1) and by the homoscedasticity test of White and the results are given in the lower part of the table.

The observation of the table shows that the Jarque and Bera (JB) statistics allow to pass with the hypothesis of normality, since the statistics of JB calculated for each equation are lower than the statistic of (2(2) (5.99.

The hypotheses of homoscedasticity and serial independence cannot be rejected because the calculated probabilities are above the tolerance threshold retained (5%). The econometric robustness of the model is therefore satisfactory

The table shows that the signs of the adjustment coefficients are negative and significant; this corresponds to one of the characteristics of the ECM models. There is then a mechanism for error correction in the long term: the imbalances between GDP and PP are compensated so that the series have similar long-term evolutions.

The co-integration test allowed us to identify a long-term relationship between the variables:
LNPIB = 0.803 + 1.239*D(LNPP(-1)) - 0.148*D(LNPIB(-1)

                                    (3.973)   (1.430)                     (-0.859)

In the long term, we note that the coefficients of the explanatory variables are all statistically and economically significantly different from zero as indicated by the Student statistic. This allows us to say that economic growth as measured by GDP is strongly correlated by oil prices.
· Causality test 

The notion of causality in Granger's sense is a theoretical approach to causality that refers not only to the theoretical causality (cause-effect) but to the predictive nature of the possible cause of the effect. Indeed, according to Granger, a variable X causes a variable Y if and only if the past and present values ​​of X make it possible to better predict the values ​​of the variable Y.

The Granger causality test is to examine whether the contemporary value of Y is significantly related to the delayed values ​​of this same variable and the delayed values ​​of X which is considered the causal variable. The following table gives the result of the causality test between all variables.

The elaboration of this test to these variables taken in pairs requires first the determination of the number of delay of the model VAR (P) with all the series. The minimization criteria of Akaike and Schwartz obtained show that the lag is p = 1.
Table 2: Granger causality test

	Pairwise Granger Causality Tests

Date: 11/04/16   Time: 10:16

Sample: 1990 2015

Lags: 1

	
	
	
	

	 Null Hypothesis:
	Obs
	F-Statistic
	Prob. 

	
	
	
	

	
	
	
	

	 LNPP does not Granger Cause LNPIB
	 23
	 0.18613
	0.6708

	 LNPIB does not Granger Cause LNPP
	 0.27261
	0.6073

	
	
	
	

	
	
	
	


                        Source:  author's estimate, Eviews 7 software

The results of the Granger causality test show the absence causality between oil prices and economic growth in Tunisia. This is explained by the fact that Tunisia as a net importer of petroleum products has greatly penalized the variability of oil prices. Indeed, high oil prices affect the economy through a multitude of channels of transmission. First, at the international level, income transfers are made from importing countries to oil-exporting countries. Second, in developing countries, price increases lead to an increase in the relative prices of goods and services, as most developing countries still massively use oil in their production processes. Third, the price of oil can also have an amplified impact on price levels and inflation. Fourth, the financial market is influenced directly and indirectly by the increase in the price of oil. The change in the price of oil is Tunisia's first independent external shock.
· Analysis of the impact of an oil price shock on economic growth

The analysis of the impact of a positive oil price shock on economic growth will be carried out by analyzing the variance decomposition of the forecast error and the impulse response functions.
i. Variance decomposition
The analysis of variances provides information about the relative importance of innovations in the variations of each of the VAR variables. It allows us to determine in which direction the shock has more impact.
- The variance of the forecast error of the GDP variable
	 Variance Decomposition of LNPIB:

	 Period
	S.E.
	LNPIB
	LNPP

	 1
	 0.915562
	 100.0000
	 0.000000

	 2
	 0.917094
	 99.89563
	 0.104373

	 3
	 0.917640
	 99.80083
	 0.199170

	 4
	 0.918128
	 99.72594
	 0.274060

	 5
	 0.918515
	 99.66736
	 0.332645

	 6
	 0.918818
	 99.62154
	 0.378458

	 7
	 0.919055
	 99.58571
	 0.414292

	 8
	 0.919241
	 99.55767
	 0.442330

	 9
	 0.919386
	 99.53573
	 0.464270

	 10
	 0.919500
	 99.51856
	 0.481442


                                         Source:  author's estimate, Eviews 7 software

The innovations of the GDP variable come from the variable itself for the first period (100%).
- The variance of the prediction error of the PP variable
	Variance Decomposition of LNPP

	 Period
	S.E.
	LNPIB
	LNPP

	 1
	 0.275041
	 19.25918
	 80.74082

	 2
	 0.379716
	 24.05277
	 75.94723

	 3
	 0.445541
	 25.71397
	 74.28603

	 4
	 0.491007
	 26.50347
	 73.49653

	 5
	 0.523867
	 26.95130
	 73.04870

	 6
	 0.548227
	 27.23264
	 72.76736

	 7
	 0.566573
	 27.42101
	 72.57899

	 8
	 0.580535
	 27.55256
	 72.44744

	 9
	 0.591239
	 27.64716
	 72.35284

	 10
	 0.599488
	 27.71664
	 72.28336


                                         Source:  author's estimate, Eviews 7 software

For oil prices, most of the innovations come from the variable itself, ie 81%. At the end of the last periods it is close to the average of 72%. The price of oil is the most exogenous variable among the explanatory variables of the Tunisian economic growth, which justifies its choice to determine the shock.
ii. The impulse response functions
The response of the gross domestic product (GDP) to a 1% oil price shock is represented by the response function below.
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                                           Source:  author's estimate, Eviews 7 software

For the gross domestic product (GDP), the effect of an increase in oil prices is certainly positive on GDP but is not instantaneous as of the second year.

5. Conclusion
Oil price changes have an impact on the Tunisian growth due to several factors and transmission channels. Thus, an increase in oil prices causes a decrease in imports volume, increased input prices and especially a decline in world demand for Tunisia.

The evolution of structural characteristics of the Tunisian economy, can justify that oil price changes have less impact on growth compared to the situation found in the 1970s.

The results found from the dynamics of the VAR model used in this paper show that a shock to oil prices will have a big impact on the Tunisian economy. The appeal of the most advanced econometric formulations, in particular the concept of co-integration has allowed us to explore the causal relationship between economic growth and long-term oil prices in Tunisia.

This work provides an empirical illustration of the different estimation techniques and testing operations and this from the Tunisian data on production and oil prices.

This study showed that the two series are cointegrated used and highlights the lack of a causal relationship between Granger economic growth (LnPIB) and oil prices (LnPP) as part of a vector correction error model.
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