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Abstract 
 

This note explores the relationship between the stochastic frontier model and the 

random coefficient regression model. It shows how to interpret the former as a special 

case of the latter and vice versa. 
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1. The Stochastic Frontier Production Model 
The stochastic frontier production model introduced by Aigner, Lovell and Schmidt 

(1977) and independently by Meeusen and Broeck (1977) relates the production 

function 
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with the composite error specification 
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where yi measures the output, xij measures the j
th

 input, β0 is the unknown intercept, βj 

is the j
th

 unknown slope parameter, vi represents the usual two-sided distribution term 

with vi~NID(0,  
 ), and ui , which is distributed independently of vi and satisfies ui≥0, 

represents the technical errors of the firm. The most commonly assumed distribution 

of ui is the (positive) half-normal. This is not a restrictive assumption as any other 

suitable (positive) distribution of ui may be considered. The technical inefficiency 

relative to the stochastic frontier is then given by ui%. Model (1) with (2) will be 

referred to as the ALS model. Excellent reviews of the ALS model and the frontier 

literature, in general, may be found in Forsund et al. (1980) and. Kumbhakar and 

Lovell (2000). 

All unknown parameters of the ALS model are estimated either by Corrected 

Ordinary Least Squares, or Maximum Likelihood (Aigner et al.  1977; Olson et al. 

1980; Lee 1983; Greene 1990; Greene 2010), with each method having its pros and 

cons. 

The main weakness of the ALS model was the impossibility to determine the 

individual technical inefficiencies. Although the mean technical inefficiency over the 
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sample is estimable, it was not possible to decompose each residual into its two 

components. Jondrow et al. (1982) suggested a solution to this problem by 

considering the expected value of ui, conditional upon εi. Under the half-normal 

assumption for ui, individual coefficients are estimated either by 

 

   
    

   
    

 
 

     

       
   ,     (3) 

 

where            
    

     
    

 
  , 

 

and f(∙) and F(∙) are the standard normal density and distribution functions 

respectively; or by 
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The former is based on the mean of ui conditional on εi , and the latter is based on the 

mode of ui conditional on εi. 

 

2. The Random Coefficient Model 

The conventional random coefficient regression model is given by 
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with 
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where all the w’s are assumed as wij~NID(0,   
 ), j=0,…,k. Note, if it is desired, an 

error term may be also introduced in (5). We may now rewrite (5) as 
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where now 
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Maximum Likelihood and Generalized Least Squares methods have been suggested 

for the estimation of βj, j=0,…,k and their corresponding variances (Swamy, 1971; 

Raj and Ullah, 1981; Kreft and de Leeuw 1998). 

 

3. The equivalence of the two models 
Consider now the random coefficient model in (5) or (7) with only one difference, 

namely, wi0 in (6) or (8) is not normally distributed but follows the one-sided 

distribution of -ui in (2). In other words, by setting wi0=-ui and Σxijwij=vi the model in 

(7) and (8) is nothing else but the ALS model. Of course, we may argue the other 
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way. That is, if we assume that ui=-wi0 and vi= Σxijwij, the ALS model is a special 

case of the random coefficient regression model. Since each wij, j=1,…,k, is normally 

distributed, then vi is also normally distributed. 

Griffiths (1972) showed that under the assumption, each residual is allocated 

between its components in the same proportion as the variance of εi is allocated 

between the variance of each error component, GLS estimates of each individual 

coefficient are minimum variance, linear, unbiased estimates. 

Adopting Griffiths’ assumption we may construct technical inefficiencies as  
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If, however, we also adopt the ALS interpretation that the relative variability of the 

two sources of random error is a function of   
  and   

  and not of Var(ui) and Var(vi) 

then (9) is written as 
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which is exactly the same as (4). 

Although this note focuses on the frontier production model, its generalization for 

all frontier models, i.e. cost or profit frontiers, is trivial. 
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