Statistical Color moments and Scale Invariant Features in Face Recognition 
K.BasavaRaju,          
    Dr.Y.Rama Devi       
    
Dr.P.V.Kumar           

Research Schloar,           
     Professor in CSE Department,
Professor in CSE Dept.
JNTUK, Kakinada,              
     CBIT, Hyderabad,


Osmania University
   A.P. India.

    
     OU.Hyderabad. 
                
Hyderabad,
       basavark@gmail.com
Abstract

Image retrieval based on region is one of the most challenging and active research area. Research directions in recent year's CBIR, while region segmentation, feature selection and feature extraction of region are key issues. However, the existing approaches always adopt a uniform approach of segmentation and feature extraction for all images in the same system. In this paper, a new method of feature extraction approach according to statistical color moments and scale invariant feature is adapted for face recognition system. To improve performance, local binary patterns of image are extracted and these features are included in the feature vector. Finally, we perform the training procedure for multiple samples per subject based on our proposed feature extraction and matching framework to speed up the face recognition system with significantly better identification performance than that based on the traditional approaches. 
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1. Introduction
 The searching of images by their visual content complements the text-based approaches. Very often, textual information is not sufficient. Visual features of the images and video also provide a description of their content by exploring the synergy between textual and visual features; image search systems may be further improved. However, it is a significant challenge to automatically reconcile inconsistency between inputs from these features. Many content based image search systems have been developed for various applications. There has been substantial progress in developing powerful tools, which allow users to specify image queries by giving examples, drawing sketches, selecting visual features (e.g., color and textual), and arranging spatial structure of features. But new challenges still remain. 
In unconstrained images, the set of known object classes is not available. Also, use of the image search systems varies greatly. Users may want to find the most similar images, find an appropriate class of images, and browse the image collection quickly, and so on. One unique aspect of image search systems is the active role played by users. By modeling the users and learning from them in the search process, we can better adapt to the user’s subjectivity. In this way, we can adjust the search system to the fact that the perception of the image content varies between individuals, or over time. 
Content-based image retrieval (CBIR), also known as query by image content (CBIR) and content-based visual information retrieval (CBIR) is the application of computer vision to the image retrieval problem, that is, the problem of searching for digital images in large databases. “Content-based” means that the search makes use of the contents of the images themselves, rather than relying on human-input metadata such as captions or keywords. A content-based image retrieval system (CBIR) is a piece of software that implements CBIR. With query by example, the user searches with a query image (supplied by the user or chosen from a random set), and the method finds images similar to it based on various low-level criteria. Other methods include specifying the proportions of colors desired (e.g. “80% red, 2% blue”) and searching for images that contain an object given in a query image.
1.1 General Components of Image data base: 
Basic idea behind CBIR is that, when building an image database, feature vectors from images (the features can be color, shape, texture, region or spatial features, features in some compressed domain, etc.) are to be extracted and then store the vectors in another database for future use. When given a query image its feature vectors are computed.
 If the distance between feature vectors of the query image and image in the database is small enough, the corresponding image in the database is to be considered as a match to the query. The search is usually based on similarity rather than on exact match and the retrieval results are then ranked accordingly to a similarity index. Usually, a group of similar target images are presented to users. In general, content based image and video database systems require the following components.The block diagram consists of following main blocks as sown in fig. 1

Figure1.  : General components of  image database system.
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1.2 Extraction of features from face image 
To avoid above problem of pixel-by-pixel comparison, the next abstraction level for representing images is the features level. Every image is characterized by a set of features such as Texture, Color, Shape and others. Extract these features in a reduced set of K indexes and store it in the image feature database. The query image is processed in the same way as other images in the database. Feature extraction plays an important role in content-based image retrieval to support efficient and fast retrieval of similar images from the data bases. Significant features must first be extracted from image data. There are two general methods for image comparison: 

1. Intensity based (color and texture) 

2. Scale invariant feature. 

1.3 Color moments using feature extraction: 
One of the most important features that make possible the recognition of images by humans is color. Color is a property that depends on the reflection of light to the eye and the processing of that information in the brain. We use color everyday to tell the difference between objects, places, and the time of day. Usually colors are defined in three dimensional color spaces. These could either be RGB (Red, Green, and Blue) HSV (Hue, Saturation, and Value) or HSB (Hue, Saturation and Brightness). The last two are dependent on the human perception of hue, saturation, and brightness .Most image formats such as JPEG, BMP, GIF, use the RGB color space to store information. Color moments are measures that can be used to differentiate images based on their features of color .once calculated, these moments provide a measurement for color similarity between image, these values of similarity can be compared to the values of images indexed in a database for tasks like image retrieval.
 The basis of color moments lays in the assumption that the distribution of color in an image can be interrupted as a probability distribution. Probability distributions are characterized by a unique moments (eg:normal distributions are differentiated by their mean and variance).if therefore follows that if the color in an image follows a certain probability distribution ,the moments of that distribution can be used as features to identify image based on color. 

* Mean can be understood as the average color value in the image. 

* Standard deviation is the square root of the variance of the distribution. 

* Skewness can be understoodmeasure of the degree of asymmetry in the distribution. 

A function of the similarity between two image distributions is defined as the sum of the weighted differences between the moments of the two distributions. Only 9 (three moments for each of the three color components) numbers are used to represent the color content of each image, color moments are a very compact representation compared to other color features. Due to this compactness, it may also lower the discrimination power. Usually, color moments can be used as the first pass to narrow down the search space before other sophisticated color features are used for retrieval. 

1.4 Usage of texture features based on Local Binary Pattern 
There exist several methods for extracting the most useful features from (preprocessed) face images to perform face recognition. One of these feature extraction methods is the Local Binary Pattern (LBP) method. This relative new approach was introduced in 1996 by Ojala et al. [5]. With LBP it is possible to describe the texture and shape of a digital image. This is done by dividing an image into several small regions from which the features are extracted (figure 1.2). These features consist of binary patterns that describe the surroundings of pixels in the regions. 
The obtained features from the regions are concatenated into a single feature histogram, which forms a representation of the image. Images can then be compared by measuring the similarity (distance) between their histograms. According to several studies [2, 3, 4] face recognition using the LBP method provides very good results, both in terms of speed and discrimination performance. Because of the way the texture and shape of images is described, the method seems to be quite robust against face images with different facial expressions, different lightening conditions, image rotation and aging of persons. 
This operator works with the eight neighbors of a pixel, using the value of this center pixel as a threshold. If a neighbor pixel has a higher gray value than the center pixel (or the the same gray value) than a one is assigned to that pixel, else it gets a zero. The LBP code for the center pixel is then produced by concatenating the eight ones or zeros to a binary code. 

2. Measuring Scale Invariant features 

In addition, the features are highly distinctive, which allows a single feature to be correctly matched with high probability against a large database of features, providing a basis for object and scene recognition. The cost of extracting these features is minimized by taking a cascade filtering approach, in which the more expensive operations are applied only at locations that pass an initial test. Following are the major stages of computation used to generate the set of image features: 

1. Scale-space extrema detection: The first stage of computation searches over all scales and image locations. It is implemented efficiently by using a difference-of-Gaussian function to identify potential interest points that are invariant to scale and orientation. 

2. Key point localization: At each candidate location, a detailed model is fit to determine location and scale. Key points are selected based on measures of their stability. 

3. Orientation assignment: One or more orientations are assigned to each key point location based on local image gradient directions. All future operations are performed on image data that has been transformed relative to the assigned orientation, scale, and location for each feature, thereby providing invariance to these transformations. 

4. Key point descriptor: The local image gradients are measured at the selected scale in the region around each key point. These are transformed into a representation that allows for significant levels of local shape distortion and change in illumination. 
Image 1:  Segmentation of face and free face.
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This approach has been named the Scale Invariant Feature Transform (SIFT), as it transforms image data into scale-invariant coordinates relative to local features. An important aspect of this approach is that it generates large numbers of features that densely cover the image over the full range of scales and locations. Atypical image of size 500×500 pixels will give rise to about 2000 stable features (although this number depends on both image content and choices for various parameters). 
The quantity of features is particularly important for object recognition, where the ability to detect small objects in cluttered backgrounds requires that at least 3 features be correctly matched from each object for reliable identification. For image matching and recognition, SIFT features are first extracted from a set of reference images and stored in a database. A new image is matched by individually comparing each feature from the new image to this previous database and finding candidate matching features based on Euclidean distance of their feature vectors. This paper will discuss fast nearest-neighbor algorithms that can perform this computation rapidly against large databases. The key point descriptors are highly distinctive, which allows a single feature to find its correct match with good probability in a large database of features. Some sample images which we have tested are given as below.
3. Experimental Results:
Image 2: Age estimation based on skin

[image: image3.jpg]



        Image 3  : Calculated  Entropy , Contrast, Homogeneity for the above figure.
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Image 4 : Variations of the faces in both different directions starting from the mean face.
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4. FUTURE WORK 
The dramatic rise in the sizes of images databases has stirred the development of effective and efficient retrieval systems. Semantic gap is a challenging task in CBIR since the features from image data are low level visual characteristics which have very limited ability in representing and analyzing the high level semantic content of the image. Global descriptors can't imply semantic object, while local descriptors is sensitive to noise. Region-based descriptor is a compromise between global and local descriptors.

In the future we will be enhancing this work for faces which are undergone to operations due to some accidents as well as faces which turned in different direction.  So that this work will fulfill the image mining.This is the scope of our future work.

In this work Region Based Feature Extraction is done with color and texture features. As HSV is suitable for human perception HSV color space is used. Quantization of triple-color components H, S, V is done dividing them into non-equal intervals. To reduce the computation complexity and storage space, the triple-color components are mapped to a one dimension.vector. For texture first four statistical moments are used. The feature vector is formed extracting color and texture features for partitioned regions in the image. The Performance is better compared to Global Histogram Shape feature can be integrated along with Spatial Information to improve the retrieval performance. 
5. Conclusion: 


This approach is named the Scale Invariant Feature Transform (SIFT), because it transforms image data into scale-invariant coordinates relative to local features. An important aspect of this approach is that it generates large numbers of features that densely cover the image over the full range of scales and locations.
In our work we have mined many images along with the given original images in different lighting conditions . We achieved 88% of correct results and 1% false rate. We have checked huge number of faces with improved peformances when compared with other methods which are used in another aprpoaches. Considering Local binary pattern and CBIT enhences the improved quality in detecting the correct face when applying on the huge number of faces which are stored in the database.
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