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Abstract

This study evaluates the presence and characteristics of the asymmetric effects

and volatility clustering in Rwanda currency market. Under GARCH types

model, Value at Risk models are estimated by assuming that the residuals fol-

low normal, student t and skewed student t distributions. Backtesting results

for symmetric and asymmetric models have been done based on Kupiec and

Christoffersen test. The results from Backtesting show that most accurate VaR

estimate are obtained from asymmetry GARCH models and provide evidence

on the existence of the asymmetric effect in the Rwanda currency market and

the other currencies.

Keywords: currency market, GARCH, asymmetric effects, Value at

Risk, Backtesting

1. Introduction

Prior 2000’s, different countries in Africa had noticeably the reduction of in-

ternational competitiveness as a result of flow oriented within the economy [1].

The foreign exchange rate found to adversely affect not only the market or pro-

duction of goods and services, but also the behaviour of exchange rate in these
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economies fluctuate everyday [2]. Using volatility models, the exchange rate

markets should show the accuracy of absorption and reflection of all relevant in-

formation which influence the significance of financial stabilities or changed the

exporting behaviour for any macroeconomic perspective ([3], [4], [5]). However,

the deviation of exchange rate from its equilibrium value cause misallocation

of resources towards financial and economic dynamics. If it is persistently mis-

aligned currency market, the economy risk to be destabilized face to the degree

of the official exchange rate which may guide to sustain the resiliency for the

external position. Most of the time, the economy may not reflect the value of

an economic reality due to lack of exchange rate flexibility ([6], [4], [5]). More-

over, the country has to set up measures and policies to monitor the market risk

and financial instability ([5], [7]). However, in modern financial econometrics,

the statistical approaches discovered to predict and highlight the existence of

leptokurtosis behaviour and volatility clustering within financial data.

Different literatures showed that most of empirical models have an isolation

of quantitative effects of exchange rate on trade and lending rate from financial

institutions, as an evidence for modelling volatility of the currency market model

under asymmetry effects ([8], [9], [10]). While, the risk effects of exchange rate

under symmetric effects revealed no difference between appreciation and de-

preciation on foreign currency markets ([11], [12]). In the financial time series

analyses, it resulted that the existence of asymmetry risk effects increases the

uncertainty of currency market. The presence of asymmetric volatility in the

currencies market may be relatively scarce, but in financial forecasting, such

volatility may interrupt macroeconomic policies. The diagnostics of asymme-

try effects on volatility revealed smaller residual kurtosis when use asymmetric

GARCH than symmetric models [13]. The asymmetry effects on exchange rates

varies according to the nature of an economy and the principle ruling the nature

of the exchange rate (i.e fixed vs flexible). The responses of asymmetric effects

on exchange rate in United States found to have bad news than good news com-

pared to the Europe and Asia, where the volatility affect smaller forecasting
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errors using asymmetric GARCH than symmetric GARCH models ([14], [12],

[15]).

Few studies have done for the African markets for providing the implications of

asymmetric effects on volatility and for symmetric GARCH models were esti-

mated with and without volatility breaks [10]. They revealed that most of the

models rejected the existence of a leverage effect, except for those with volatil-

ity breaks ([2], [16], [17]). Since it was observed that results improved when

the volatility models considered breaks, incorporating significant events in the

GARCH model results have confirmed that asymmetric GARCH-models fit bet-

ter currencies markets returns volatility for African countries.

Indeed, in Egypt, asymmetric effect was present in the Egyptian exchange rate

market with positive shock increasing volatility more than the negative of the

same magnitude using EGARCH [18]. While, different models have rejected the

hypothesis that asymmetric effect is present in Nigerian currency market [19].

In Rwanda the price fluctuations dominate the degree of the whole economic

environment and it stimuluses the unexpected fall in the exchange rate and

it has reduced the business investment implementation in whole sectors in-

cluding financial and economic activities [20]. Since 2014, the external shocks

weakened the Rwandan economy and such vulnerabilities, rebuilding foreign ex-

change reserve found to be alternate for enhancing the economy’s resilience [21].

Moreover, Bretton Woods agreements has brought the attention for both policy

makers and academia to draw conclusion based on the facts that volatility of

exchange rates risks to increase the transaction costs [22].

The exchange rate expectations and potentials play a central role in virtu-

ally all monetary models for the open economy. Given the widely documented

characteristics of financial asset returns, different external shocks have affected

the economy due to ineffective modelling tools for highlighting the errors over

times ([13], [12]). For example, early 2017, the Rwandan francs depreciated

by 9.7 percent against the US$, higher than projected under the program, and

has depreciated by 14.5 percent in the 11 months since mid-2015 [21]. Hence,
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this study inclusively aims to evaluate the presence and characteristics of the

asymmetric effects return volatility in Rwanda currency market. The paper is

organized as follows: Section 2 characterize the short memory models used and

their specifications. Section 3 we present backetesting VaR valuation methods.

Section 4 explores results and discussions. Finally, section 5 concludes this work,

summarizing our results and discussing the questions that still remain.

2. Methodology

To study the asymmetry effects on exchange rate volatility, different statis-

tical approaches have to be applied before failing to discover the size of errors

for the models under least squares and symmetry GARCH models. Hence, this

study applies the GARCH extensions family to capture the asymmetric effects

in the model. It is noted that modelling volatility using asymmetric GARCH

model such as Exponential GARCH (EGARCH) and Glosten - Jagannathan

- Runkle model (GJR GARCH) or Threshold GARCH (TGARCH) model al-

lows good news and bad news to have different impact on volatility. It is well

established that when modelling volatility using GARCH family models, the

appropriate specification of the mean and variance equations are vitally impor-

tant. The models are estimated using Maximum Likelihood Methods under the

assumptions of Gaussian error distribution and non normal error distributions.

Autoregressive Moving Average (ARMA)

This model was introduced in order to remove the linear dependence in the

series and to obtain the residuals which are uncorrelated. The time series rt is

an ARMA(p,q) process if rt is stationary and for every t,

rt = µ+

p∑
i=1

φirt−i +

q∑
j=1

θjεt−j + εt (1)

where εt ∼ N (0, 1).

Generalised Autoregressive Conditional Heteroskedasticity (GARCH)

The GARCH models allow conditional variance to depend upon to its own lag

([23], [24] ). This typically reduces the number of required ARCH lags when
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forecasting volatility. The process (εt) is an GARCH(p,q) process if it is sta-

tionary and if it satisfies, for all t and some strictly positive valued process
√
ht,

the following equations are satisfied

εt =
√
htηt (2)

ht = ω +

P∑
i=1

αiε
2
t−i +

Q∑
j=1

βjht−j (3)

where ω > 0, αi ≥ 0, i = 1, . . . , P , and βj ≥ 0, j = 1, . . . , Q.

Which is an ARMA(max(p,q),p) model for the squared innovations.

ε2t = ω +

R∑
i=1

(αi + βi)ε
2
t−i −

q∑
j=1

βjVt−j + Vt (4)

Where R = max(p, q), αi = 0 for i > p and βi = 0 for i > q, and Vt =

ε2t − E(ε2t | Ft−1) = ε2t − ht. For more details see [25]

Exponential Generalised Autoregressive Conditional Heteroskedas-

ticity (EGARCH)

In particular, we modelled the variance of the residuals from the mean equations

using EGARCH and GJR-GARCH models to capture the degree of the leverage

effects for each exchange rate in the market regardless the lag length in the

model. The traditional implication for the lack of asymmetric volatility is that

exchange rates are relative prices: good news for bidding is bad news for selling

exchange rate and vice versa. The rise and fall of a currency is not measured

by changes in the currency market. A better volatility measure, such as the re-

alized volatility estimated from intraday returns, may capture the asymmetric

relationship between return and volatility. This conjecture is tested using the

EGARCH specification for daily realized volatility, where EGARCH (p, q) can

be specified as:

ln(ht) = ω +

p∑
j=1

(
αj

∣∣∣∣∣ εt−j√
ht−j

∣∣∣∣∣+ γj
εt−j√
ht−j

)
+

q∑
i=1

βiln(ht−i). (5)
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Where γ is the asymmetry parameter measuring leverage effect, α is the

size parameter measuring the magnitude of shocks, and persistency is captured

through β [26]. An important feature of the EGARCH specification is that

conditional variance is an exponential function, thus there is no need for non-

negativity restrictions, as in earlier GARCH specifications [27].

Glosten Jaganathan and Lunker (GJR-GARCH)

The GJR-GARCH Model takes into account the asymmetries in the volatility

by adding another term to the conditional variance (GARCH) equation [28].

Unlike the EGARCH (p,q), the effect is captured in a linear fashion in the

GJR-GARCH(p,q) model, for example. The asymmetry effect is captured using

a dummy variable. The GJR-GARCH(p,q) model is one of the widely used

models:

ht = ω +

p∑
i=1

αiε
2
t−i + γ1εt−1dt−1 +

q∑
j=1

βjht−j . (6)

where dt−1 = 1 if εt−1 < 0, and dt−1 = 0 otherwise and hence it allows a

response of volatility to news with different coefficients for good and bad news.

In this model, good news are represented by ετ > 0 , and bad news by ετ < 0,

and have different effects on the conditional variance equation. The good news

only has an impact of α and bad news has impact in the sum of α + γ. The

leverage effect of bad news exists only when γ 6= 0 in this case the news impact

is asymmetric [28].

VaR (Value at Risk)

Let Xt be a log return series at a moment in time t, and FL be a cumulative

function of loss distribution given by FL(x) = P (L ≤ x). Value at Risk is

defined as a value such that there is a probability(P) of exhibiting a worse

return over the next T days and it indicates the potential loss of asset value

over a period of time where the degree of confidence is important [29]. In fact

the VaR just indicates the most we can expect to lose if no negative event occurs.

VaR at significance level α (most often 1% and 5%) is actually an α-quantile of
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the distribution function FL, or in other words, VaR presents the smallest real

number satisfying the inequation FL(x) ≥ α, i.e.:

V aRα = inf(X | FL(x) ≥ α). (7)

ARMA(m,n)-EGARCH(p,q) model the one-step-ahead conditional

mean and variance forecast

We evaluate the one-day-ahead VaR estimated at time Ft for long and short

trading positions under hypothesis of Normal, Student t and Skewed student t.

If the series εt is a random variable with the standardised normal distribution,

then the conditional distribution of a random variable Xt+1 for the available

data with the moment t inclusive, also has a normal distribution with the mean

X̂t(1) and variance ĥt(1).

X̂t(1) = E(Xt+1 | Ft) =
m∑
i=1

φiXt+1−i +

n∑
j=1

θjεt+1−j

ε̂t(1) = E(εt+1 | Ft) =
√
ĥtηt

ĥt(1) = Eln(ht+1 | Ft) = α0 +

p∑
j=1

(
αj

∣∣∣∣∣ εt+1−j√
ht+1−j

∣∣∣∣∣+ γj
εt+1−j√
ht+1−j

)
+

q∑
i=1

βiln(ht+1−i)

(8)

Therefore, it is straightforward to compute the one-step-ahead VaR forecast,

since under all distributions, we can compute the corresponding quantiles, which

we then multiply by our conditional standard deviation forecast:

V aRlong = X̂t(1)− F (α)
√
ĥt(1)

V aRshort = X̂t(1) + F (α)

√
ĥt(1)

(9)

given that F (α) is the corresponding quantile of the assumed distribution, and√
ĥt(1) is the forecast of conditional standard deviation at time t.

• For normally distributed standardized innovations:

The 5% quantile of the conditional distribution, representing the estima-

tion of VaR at a 95% confidence level and for a forecast horizon 1 step
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ahead, is computed as:

V aRlong = X̂t(1)− 1.96

√
ĥt(1)

V aRshort = X̂t(1) + 1.96

√
ĥt(1)

(10)

• For standardized t-distributed innovations:

with v > 2 degrees of freedom, the 5% quantile of the conditional distri-

bution is:
V aRlong = X̂t(1) +

tv(α)√
v
v−2

√
ĥt(1)

V aRshort = X̂t(1) +
tv(1− α)√

v
v−2

√
ĥt(1)

(11)

where tv(1−α) is the corresponding critical value of (1−α) quantile from

the t distribution with v degrees of freedom.

• For skewed Student-t distribution innovations:

with v degrees of freedom, the 5% quantile of the conditional distribution

is:
V aRlong = X̂t(1) + skstα,v,ξ

√
ĥt(1)

V aRshort = X̂t(1) + skst1−α,v,ξ

√
ĥt(1)

(12)

where skstα,v,ξ and skst1−α,v,ξ are the left and right quantiles of α% from

the skewed t distribution with v degrees of freedom, ξ is the asymmetry

(skewness) parameter.

3. Backtesting

When a VaR model is estimated it is important to check its reliability and

accuracy. The statistical framework which help us to test the accuracy of the

risk estimate is called backtesting. The purpose of backtesting is to evaluate

whether the amount of losses predicted by VaR is valid. That process is divided

into two groups; the unconditional tests check whether or not the frequency of

violations, is consistent with the selected confidence level and the conditional
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coverage tests examine whether the number of violations is the same as the

expected value, this test makes an assumption for the observations to be in-

dependent of each other; for example when exception occurs for two or more

consecutive days, this should be a problematic with the model.

3.1. The Kupiec test

Kupiec proposed a test in 1995 for testing if the number of exceedances is

in line with the choosen confidence level that is the unconditional coverage test.

Let x be the observed number of exceedances in the sample, or, in other words,

x =
∑T
t=1 It is a number of days over a T period of time when the portfolio loss

over a fixed interval Xt,t+1 was larger than the VaR estimate [30]

It+1 =

1, if Xt,t+1 ≥ −V aRt

0, if Xt,t+1 < −V aRt.
(13)

The failure number follows a binomial distribution where the expected ex-

ception frequency is p = x
T . The ratio of failures, x, to trials, T , under the Null

hypothesis should be p. The appropriate likelihood ratio statistic is:

LRuc = 2ln[(1− x

T
)T−x(

x

T
)x]− 2ln[(1− p)T−xpx]. (14)

The Kupiec test has a chi-square distribution, asymptotically, with one degree of

freedom. For the confidence level of 95% the critical value is 3.84. This test fail

to accept the null hypothesis of correct exceedances for both high and low fail-

ures i.e if the test statistic exceeds the critical value the model seems inaccurate.

3.2. The Christoffersen test

The conditional coverage test, under the Christoffersen approach, detects

whether the exceptions occur in clusters or not; the exception happens when

the actual returns exceeds the predicted number at risk value i.e. rt < −V aRt.
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If the existence of clustering can be proved, the model is misspecified and needs

to be recalibrated. The observations can have two indicators:

I =

1, if violation occurs

0, if no violation occurs.

As defined in the above indicator, the n10 is to be the amount of days that

violation is followed by no violation, n01 a non violation followed by a violation

and so on. The likelihood ration is computed under the null hypothesis that

state that the number of exception might be independent of each other and is

given by the following expression:

LRα = −2ln[(1− π)n00+n10πn01+n11 ] + 2ln[(1− π01)n00πn01
01 (1− π11)n10πn11

11 ],

(15)

where the corresponding probabilities are π = n01+n11

n00+n01+n10+n11
, π01 = n01

n00+n01

and π11 = n11

n10+n11
. The test statistic is asymptotically as χ2 with two degrees

of freedom. The model is considered to have the independence problem if the

null hypothesis is rejected [31].

The Christoffersen introduced the conditional coverage test, which repre-

sents an incorporated test of hypothesis of unconditional test and independance

statistic test. The main advantage of this procedure is that it can reject a VaR

model that generates either too many or too few clustered violations[30]. The

conditional coverage is χ2(2) distributed and the critical value at 95% is 5.99

The test statistic is as follows:

LRcc = LRuc + LRind (16)

Where LRcc is the Likelihood ratio conditional coverage test, LRuc is the Likeli-

hood ratio of the unconditional coverage test (or Likelihood ratio of the Kupiec’s

test) and LRind is the Likelihood ratio of independance.
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4. Data and Descriptive statistics

The daily quotes of the exchange rate used to model volatility and cap-

ture volatility clustering and the asymmetric effects volatility for East Africa

Countries members’s currencies; Burundi Francs (Bif/Rwf), Kenyan Shillings

(Ksh/Rwf), Uganda Shillings (Ugsh/Rwf) and Tanzanian Shillings (Tsh/Rwf)

exchange rate. The total number of observations was 2439 within a period start-

ing from 4th January 2010 to 16th October 2019 obtained from National Bank

of Rwanda is used in this study. The prices are formed by taking the average

of the bid and ask quotes, and the returns are computed as the difference of

logarithmic daily exchange rates

rt = ln
( Pt
Pt−1

)
, (17)

given Pt observed as the daily average exchange rate for each currency men-

tioned and rt as calculated daily return. The currency market in Rwanda are

mostly slow down its activity during non-trading days i.e. week-ends and pub-

lic holidays. Different literatures have accommodated filtered return series and

excludes these non-trading days [32] as the same scenario for the used data in

this study. It resulted for better understanding the impact of asymmetry effects

on volatility and incorporated the modelling effects for forecasting purpos [33].

Findings of this study aim to evaluate the presence and characteristics of the

asymmetric effects return volatility in currency market in Rwanda. Figure 2 in

appendices shows that there is behaviours of movement of up and down in Ksh,

Ugsh and Bif exchange rates some times this one is very fast and other time is

very quite over the sample period. The plots reveal that the variances change

over time and the volatility tends to be cluster. The sample has been tested

for stationarity using the Augmented Dickey-Fuller test. The null hypothesis

of unit root is rejected and therefore the series is stationary integrated at first

order of differencing see table (1).
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Table 1: Augmented Dickey-Fuller test of the daily returns

ADF Test

H0: Series has a unit root

1% critical value 5% critical value 10% critical value

Bif/Rwf -3.96 -3.41 -3.12

ADF test -3.137 3.3148 4.9464

Ksh/Rwf -3.96 -3.41 -3.12

ADF test -2.7214 2.9583 4.1451

Ughs/Rwf -3.96 -3.41 -3.12

ADF test -3.3119 4.3435 6.3009

Tsh/Rwf -3.96 -3.41 -3.12

ADF test -2.8618 2.9935 4.44

Figure 1 presents log average returns for each exchange rate for the dominant

currency market in Rwanda. This figure reveals that volatility clustering is

present in each case as the series show the periods of low volatility tends to

be followed by the periods of relatively low volatility and other period of high

volatility which likewise tend to be followed by high volatility. This aspect can

be thought of as clustering of the variance error term over time.
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Figure 1: Plot of log average of Exchange rate with Rwandan Francs (Jan 2010-Oct 2019).

Table 2, gives an overview of the statistics of the dominant exchange rate

with Rwanda from January 2010 to october 2019. The table highlights linear

and average returns for each exchange rate: Burundi Francs; Kenya, Tanzania

and Uganda Shilling as well as statistics testing for normality. The sample

means are not statistically different from zero. The measures for skewness and

excess kurtosis show that return series except Uganda Shillings are negatively

skewed and highly leptokurtic with respect to the normal distribution. Likewise,

Jarque-Bera test rejects normality for each of the return series at the 5 per

cent level of significance. Moreover, the returns for exchange rate for each

currency are approximately symmetric (most are slightly left skewed) but highly

leptokurtic. The Jarque-Bera statistic indicates decisive rejection of normality

in the currency market in Rwanda.
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Table 2: Summary of descriptive statistics for returns with Rwandan Francs (Jan 2010-Oct

2019)

Statitics Bif Ksh Ugsh Tsh

rt rt rt rt

Mean 0.0000 0.000 -0.000 -0.000017

Std.Dev 0.0063 0.0074 0.0069 0.0064

Skewness -0.546 -0.793 1.101 -0.417

Kurtosis 23.230 165.697 42.230 60.908

J-Bera 12E05 24E04 42E02 79E03

Prob 2.2e-16 2.2e-16 2.2e-16 2.2e-16

Observation 2438 2438 2438 2438

The Lagrange Multiplier(LM) test presented in table 3 fails to accept the

null hypothesis of non ARCH effect for all the exchange returns. Looking for

the test of Ljung Box and LM tests it is clearly evident that the autocorrelation

ARCH effect is very much present in the data. Therefore, we these facts push

us to run the ARCH family models.

Table 3: ARCH-LM Test for residuals of returns series

Currencies Bif Ksh Ugsh Tsh

ARCH-LM test statistic 206.67* 193.64* 94.494* 193.99*

Notes: 1-H0: There are no ARCH effects in the residual series

2-*Indicates that the results are statistically significant at the 1% level.

5. Empirical results and Discussion

The tables 9 to 12 in the appendix reveal that the parameter estimates

of all conditional volatility models employed in the analysis and information

criteria for the estimated symmetric and asymmetric GARCH models. It is well

observable that though both the size and asymmetry parameter as well as the
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asymmetric parameter were statistically significant which implies the existence

of asymmetric effect on volatility in the models evaluating the currency market

in Rwanda. The asymmetry dynamics were captured in each and every exchange

rate returns. The asymmetric positive parameter confirmed that positive shocks

will have strong impact on future volatility than negative shocks in Rwanda

currency market. Obviously, GARCH extensions family model are absolutely

necessary for capturing the behaviour of volatility in Rwanda currency markets.

The estimated series for comparative purpose were the GARCH, GJR-GARCH

and EGARCH models under the assumptions that residuals follow a Normal,

Student t and Skewed student t distribution. The results showed the presence

of asymmetric effect in the returns is confirmed by the significance non zero

asymmetric parameter for Kenya shilling, Uganda Shilling, Burundi Francs and

Tanzania Shilling.

The ARMA(0,1)-EGARCH(1,1), ARMA(1,1)-EGARCH(1,1), and ARMA

(0,1)-EGARCH (1,1) with skewed student t distribution and ARMA (2,3)-

GARCH (1,1) with student t distribution are appropriate model respectively

based on AIC, BIC and log-likelihood values for Kenya shilling, Burundi Francs,

Uganda Shilling and Tanzania Shilling against Rwandan Francs.

In the field of statistical modeling, the AIC has been defined as an approx-

imation of the Kullback-Leibler divergence. And by noting that the KLD is

a measure of dissimilarity between two distributions and is specially used for

model selection. Thus in this paper we used this measure to clarify the results

of model selected using LL, AIC and BIC. Let us recall Kullback-Leibler di-

vergence between student t and skewed student t distributions. Therefore, the

Kullback-Leibler divergences are given by

D1 ≡ DKL(fStudent, fSkewed) =

∫
R
fstd(x) ln

(
fstd(x)

fsstd(x)

)
dx (18)

D2 ≡ DKL(fSkewed, fStudent) =

∫
R
fsstd(x) ln

(
fsstd(x)

fstd(x)

)
dx (19)

The model selection criteria is based on D1 and D2. If D1 is less than D2, then
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the model under student t distribution of density fStudent performs well than

the model under skewed student t distribution of density fSkewed, otherwise the

model under skewed student t distribution is quite appropriate. To compute

the relation 18 and 19, we consider the same data as used for LL, AIC and BIC

and the results are given in the following table

Table 4: Kullback-Leibler divergence results

Currencies Ksh Tsh Bif Ugsh

D1 0.830201 0.199403 0.802813 0.847243

D2 0.189521 0.844196 0.188072 0.187481

As observed in the above table 4, the KLD results from the selected relevent

distributions between student t and skewed student t. The selected distribution

for Kenya, Uganda and Burundi is the skewed student t distribution while for

Tanzania is the student t distribution as confirmed by our result obtained in

the table 9 - 12.

Value at risk violation occurs when the actual loss exceeds the predicted

VaR. In our backtesting and forecasting methodology we analysed the following

approach of the sliding window of 1000 days returns data as the basis for model

estimation and forecasting for one day ahead of VaR.

From table 5 - 8, The Kupiec and Christoffersen test results are presented,

where the kupiec test validates whether the exceptions provided by a model

are close to the expected number of exception given a backtesting period. The

Christoffersen test, on the other hand confirms the presence or not of excep-

tions clustering. For Bundian francs, we can observed that all the models failed

to pass Kupiec test with 95% except for EGARCH with heavy tailed assump-

tions. So the GJR EGARCH and GARCH models under student t and Skewed

students t errors distributions underestimate the forecast for burundian francs.

Hence the ARMA(1, 1) − EGARCH(1, 1), under student t distribution and

skewed student t distribution passed all test with 95% and 99% and seems to

be the accurate model for Burundian francs. For Kenya shillings the null hy-
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pothesis of correct exceedances is rejected for all models at 95% confidence level

of significance i.e. non of the analysed models have passed the Kupiec test and

Christoffersen for 95% while all models do not reject the null hypothesis of ex-

ceedances are independents at 99%, therefore EGARCHN is the appropriate

model for Kenyan Shillings and this is evidenced by the higher p -value among

the competing models. For Uganda shilling all the models passed the kupiec

test and christoffersen test for 99% and failed for 95% confidence level for both

test. So ARMA(0, 1) − EGARCH(1, 1) with normal distribution pass statis-

tical test with 99% and is deemed to be the best model for Uganda Shillings.

For Tanzania shillings all the models have passed all test at all level of signif-

icance except for the models with normal errors distributions. Based on the

significance model with higher p value ARMA(2, 3)−GJRGARCH(1, 1) with

skewed student t is choosen to be a better performance in backtesting for Tan-

zanian shillings. Hence, we can conclude the asymmetric GARCH types models

outperform better the VaR forecast model for all currencies.

6. Conclusion

This study presents the evaluation and modelling on asymmetric volatility

in realized exchange rate volatilities against Rwanda Francs. The asymmetry

in exchange rates is more complex than it is in exchange rates when period

of data is daily. The presence of asymmetric volatility in exchange rates calls

for alternative economic explanations to those based on currency markets. The

presence of asymmetric effect has been found in Daily exchange rate returns for

Kenya shilling, Tanzania Shilling, Burundi Francs and Uganda Shilling against

Rwandan Francs. The backtesting results showed that all the models passed

Kupiec and Christoffersen test for Tanzania shillings except for normality as-

sumption. None of the models passed the Kupiec and Christoffersen test with

95% confidence level but all models passed the Kupiec and Christoffersen test

with 99% confidence model for Uganda shillings. For Kenya Shillings all models

failed to accept the null hypothesis of correct exceedances with 95% confidence

21



level and EGARCH under student t and skewed student t errors distributions

failed all tests. For Burundian shillings the ARMA(1, 1)−EGARCH(1, 1) with

student t and skewed student t distribution accepted the null hypothesis of all

test . In general the asymmetric volatity models are accurate for capturing

volatility clustering and asymmetric effects for all currencies.

This study contributes to the existing literature through the extension of the

research concerning the estimation of currency market volatility using symetric

and asymmetric GARCH-type models. There is a strong evidence that daily

returns can be characterised by the asymmetric GARCH-type models. One

possible explanation is the direction and size of central bank interventions. An-

other is the base-currency effect in which the base currency is used for profit and

loss calculation, therefore the variations in the foreign exchange rate becomes

risk of the other currency. Future research should also explore the impact of

asymmetric volatility on volatility forecasting and option pricing.
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Appendices

Figure 2: Plot for average of Exchange rate with Rwandan Francs (Jan 2010-Oct 2019).
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