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Abstract 

Panel data models assume that parameters are common to each subject, 

that assumption is not satisfied in many cases. The slope heterogeneity problem 

may be solved by obtaining groups where the slope parameters are heterogeneous 

across groups but homogeneous within groups, followed by panel data theory 

within each group. In this paper, an algorithm to determine clusters of subjects is 

discussed; the clustering is achieved by checking whether confidence intervals 

from different subjects overlap or not. The number of groups is determined based 

on the data variability. The clusters are useful by themselves to analyze the similar 

behavior of subjects. Monte Carlo simulations were performed to examine the 

properties of the methodology considered. Finally, clusters of countries with 

similar GDP per capita trend were obtained. 
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1  Introduction  

Traditional panel data models assume parameter homogeneity; such 

assumption is rejected in some empirical studies ([1], [2], [3]). One approach to deal 

with slope heterogeneity in panel data models is, to obtain groups where the 

parameters are heterogeneous across groups but homogeneous within groups; under 

this approach, Su et al. [4] proposed a variant of Lasso to estimate heterogeneous 

linear panel data; Su et al. [5] proposed a heterogeneous time-varying panel data 

model with latent group structures to capture individual heterogeneity; Lin and Ng 

[6], proposed two methods to obtain groups, the first one was a modification of the 

K-means algorithm and the second one was built based on time series estimations 

for individual slope coefficients. In all the papers above mentioned they performed 

a priory estimation of the number of clusters. Hoogstrate et al. [7] analyzed pooling 

models when the parameters are different but exhibit some similarity, they used 

F-tests to decide when to pool. Frühwirth-Schnatter et al. [8] used Bayesian 

framework to cluster multiple time series, the estimations of their models were 

obtained using Markov Chain and Monte Carlo methods, the combination of those 

two techniques may not be familiar to some applied econometricians.  

In this paper, we propose a methodology to determine clusters of subjects based 

on confidence intervals of parameters, the methodology follows an algorithm to 

assign subjects to specific clusters; for each subject, the parameter and confidence 

interval are estimated using a general linear model; if the confidence intervals of 

two subjects overlap, then we assume that the two subjects may belong to the same 

cluster. 

This paper is organized as follows, some traditional panel data models are 

reviewed in section 2, the clustering panel data methodology is developed in 

section 3, classifications performance and estimations of the proposed clustering 

method are examined in section 4, section 5 provides an empirical study on the 

heterogeneous trending behavior of GDP per capita across countries and section 6 

concludes. 
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2  Econometric Framework  

A cross-sectional model is given by ([9], [10]) 

௜𝑡ݕ  = ଴ߚ + ′𝒊𝒕࢞ 𝜷 + 𝜀௜𝑡,  ݅ = ͳ,ʹ, … ݐ ;ܰ, = ͳ,ʹ, … , ܶ          (1) 

where ߚ଴ is a scalar, 𝜷 is a (k x 1) vector of parameters associated with k 

explanatory variables, ࢞𝒊𝒕′   is a vector of explanatory variables and 𝜀௜𝑡 is the 

error term. Subscript ݅  denotes cross-section dimension whereas t denotes 

time-series dimension. The representation that uses information of repeated 

measurements on a subject is the fixed effects model  ݕ௜𝑡 = ଴௜ߚ + ′𝒊𝒕࢞ 𝜷 + 𝜀௜𝑡,              (2) 

where ߚ଴௜ are allowed to vary by subject, ߚ௝ ሺ݆ = ͳ,ʹ, … , ݇ሻ are common to 

each subject and are called global, the parameters ߚ଴௜  are non-estimable in 

cross-sectional regression models without repeated observations.  

If individuals are randomly selected from a population, is more reasonable to 

represent ߚ଴௜ as a random variable instead of fixed. If in equation (2), the term ߚ଴௜ is assumed to be a random variable, then equation (2) represents the random 

effect model. The random effect model is a special case of the mixed linear model 

because includes random effects (ߚ଴௜) and fixed effects (𝜷). 

There are several hypothesis tests to verify model assumptions and to decide 

between random model and fixed model, we describe briefly the tests used in this 

paper, for details see Baltagi [9] chapter 4; Greene [11] chapter 9; Fress [10] 

chapters 3, 4 and Hausman [12]. 

 

Hypothesis test to check if the same coefficients apply to each subject 

:଴ܪ   ௜௞ߚ = :ଵܪ ௞଴ for all i vsߚ ௜௞ߚ ≠  ௞଴ for some ݅       (3)ߚ

Hypothesis test to check if Ordinary Least Squares (OLS) is better than fixed 

effects, i.e. no panel effect 

:଴ܪ    ଴௜ߚ = :ଵܪ ଴ for all ݅ vsߚ ଴௜ߚ ≠  ଴ for some ݅         (4)ߚ

Hypothesis test to check if OLS is better than random effects, i.e. no panel effect 
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:଴ܪ    𝜎𝛽0𝑖ଶ = Ͳ vs ܪଵ: 𝜎𝛽0𝑖ଶ ≠ Ͳ              (5) 

Hypothesis test to decide between fixed effects model and random effects model ܪ଴: Preferred model is random effects vs ܪଵ: Preferred model is fixed effects  (6) 

A standard F test is used to test slope homogeneity (3) and fixed effects (4), the F 

test is based on the comparison of a model obtained for the full sample and a 

model based on the estimation of an equation for each subject. To decide between 

a random effects regression and a simple OLS regression (5), the Breusch-Pagan 

Lagrange multiplier (LM) test is used, the null hypothesis in the LM test is that 

variances across entities are zero. To test the hypothesis (6) we use Hausman test, 

Hausman’s result is that the covariance of an efficient estimator with its difference 

from an inefficient estimator is zero. 

Before applying panel data theory is necessary to check if the assumptions are met, 

tests (4) and (5) are used to decide if there is panel effect. Furthermore, it is 

necessary to check if the same coefficients apply to each subject, otherwise, we 

need to explore alternative methods or consider clusters where the hypothesis test 

(3) is not rejected. All the tests mentioned here are available in R package plm, 

version 1.6-5, developed by Croissant and Millo [13]. 

 

3  Clustering Panel Data Methodology 

We use similar notation to the one used by Lin and Ng [6], to describe a 

clustering model, the panel data model is rewritten as follows 

௜𝑡ݕ   = ଴௜ߚ + ′𝒊𝒕࢞ 𝜷ሺ𝒊ሻ + 𝜀௜𝑡; ݅ = ͳ,ʹ, … ݐ ;ܰ, = ͳ,ʹ, … , ܶ      (7) 

where ࢞𝒊𝒕′ = ሺݔ௜𝑡ଵ, … , ௜𝑡௞ሻݔ  is a (k × 1) vector of explanatory variables,  𝜷ሺ𝒊ሻ = ሺߚଵሺ௜ሻ, … ,   .଴௜ is the unobserved heterogeneity and 𝜀௜𝑡 is the error termߚ ,௞ሺ௜ሻሻ′ is a (1 × k) vector of slope coefficients for subject ሺ𝑎௜ሻߚ

If we introduce groups or clusters, model (7) becomes 

௜𝑡ݕ   = ଴௜ߚ + ′𝒊𝒕࢞ 𝜷𝒈 + 𝜀௜𝑡; ݅ 𝜖 ܩ𝑔;   𝑔 = ͳ,… ,   (8)          ܩ
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where ܩ𝑔 is an indicator variable for true group membership, ܩ is the number of 

clusters, ߚ𝑔 = ሺߚଵ𝑔, … , ′௞𝑔ሻߚ  is a (1×k) vector of group-specific slope 

coefficients such that, for a given k, ߚሺ௜ሻ equals or is well approximated by ߚ𝑔 

for all i’s in ܩ𝑔 ; �ܰ�  denote the number of subjects in cluster ܩ𝑔  with ∑ �ܰ�𝐺𝑔=ଵ = ܰ. 

The clustering methodology is based on three assumptions. 

 

Assumption 3.1 Two subjects may belong to the same cluster if their parameters 

are statistically equal. 

To decide if two parameters are statistically equal we use the following hypothesis 

test 

:଴ܪ     ௞ሺ௜ሻߚ = :ଵܪ ݏݒ ௞ሺ௝ሻߚ ௞ሺ௜ሻߚ ≠  ௞ሺ௝ሻ             (9)ߚ

If the null hypothesis is rejected, then the two subjects do not belong to the same 

cluster otherwise they may belong to the same cluster. To test (9) a confidence 

interval is used, if the value of the parameter specified by the null hypothesis is 

contained in the ሺͳ − αሻ100% confidence interval then the null hypothesis cannot 

be rejected at the α level, otherwise, it can be rejected at the α  level. 

 

Assumption 3.2 A cluster is well defined if there is parameter homogeneity within 

the cluster. 

To decide if there is parameter homogeneity within each cluster we use the 

following test. 

:଴ܪ  ௞ሺ௜ሻߚ = א ݅ ௞𝑔 for allߚ :ଵܪ 𝑔  vsܩ ௞ሺ௜ሻߚ ≠ א ݅ ௞𝑔 for someߚ  𝑔  (10)ܩ

Test (10) is equivalent to test (3) and both hypotheses are tested in the same way. 

Furthermore, Su and Chen [2] proposed a test of homogeneity in panel data 

models with interactive fixed effects. 

 

Assumption 3.3 A group of clusters obtained from N subjects is well defined if, 

for each cluster, assumption 2 is fulfilled. 
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Next, the methodology to find the cluster’s membership (ܩ𝑔) is described. Without 

loss of generality, one explanatory variable is analyzed. First, the parameters (ߚሺ௜ሻሻ 
and confidence intervals (ܮሺ௜ሻ, ሺܷ௜ሻ) are estimated by OLS model. For a fixed 

subject 𝑎ሺ௜ሻ, there is a group 𝐴ሺ௜ሻ that contains ݊ሺ௜ሻ subjects for which test (9) is 

not rejected (݊ሺ௜ሻ ൑ ܰሻ. The set 𝐴ሺ௜ሻ is a candidate to be a cluster. However, if 

two elements of 𝐴ሺ௜ሻ  are chosen, say 𝑎ሺ௠ሻ  and 𝑎ሺ௡ሻ  with ݅ ≠ ݉ ≠ ݊ , the 

hypothesis ܪ଴: ሺ௠ሻߚ = ሺ௡ሻߚ  may be rejected. If for subject 𝑎ሺ௠ሻ , test (9) is 

rejected in ݊ሺ௜ሻ − ͳ comparisons then subject 𝑎ሺ௠ሻ must be removed from set 𝐴ሺ௜ሻ, in general, subjects for which test (9) is rejected in more than ሺ݊ሺ௜ሻ ∗ 𝑞ሻ 
comparisons must be removed (Ͳ < 𝑞 < ͳ). For example, if  𝑞 = Ͳ.ͷ then we 

remove subjects for whom test (9) is rejected in half or more comparisons. If 𝑞 is 

close to one then 𝐴ሺ௜ሻ will have elements with a full confidence interval overlap. 

The cluster assignation depends on the selection of the initial subject, because of 

that, the subject associated with the maximum ݊ሺ௜ሻ is selected as initial subject. 

Once 𝐴ሺ௜ሻ is defined their elements are classified and the process continues with 

the remained subjects until every subject has been assigned to a cluster. Follow, a 

test for parameter homogeneity within each cluster is carried out, if the hypothesis 

(10) is not rejected, the obtained clusters are correct, otherwise, it is necessary to 

increase 𝑞 and repeat the process. In our results, it was found that when 𝑞 is 

close to one, the number of clusters increases, therefore we recommend to start 

with  𝑞 = Ͳ.͵ and increase it by 0.1 if it is necessary. 

The above process is carried out for each explanatory variable, follow the different 

clusters are sorted as shown in Figure 1, the most important variable must be Var1, 

the second most important variable must be Var2 and so on. The maximum 

number of clusters to be obtained is nmax = (݊ሺଵሻ)(݊ሺଶሻ)ڮ (݊ሺேሻ) . In the 

proposed methodology can be inferred that if the number of explanatory variables 

increases then the number of clusters increases.  
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Figure 1: Order of variables to obtain the final clusters 

 

 

3.1  Clustering Algorithm 
 

Clusters are determined by the following clustering algorithm. 

1. Check assumption 3, if hypothesis (10) is rejected for some cluster, then follow 

to step 2, otherwise stop the process. (At the beginning ܩ = ͳ) 

2. For each explanatory variable made clusters as follow 

a. For each subject 𝑎ሺ௜ሻ, using OLS obtain estimations of parameters and ሺͳ − ,௜ܮ) ሺ௜ሻ andߚ ሻͳͲͲ% confidence intervals, denoteߙ ௜ܷ) as the 

parameter and confidence interval associated to 𝑎ሺ௜ሻ. 
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b. Define a matrix 𝑨 (N x N) with elements defined as, 𝑎௜௝ = ͳ if ߚሺ௜ሻ 𝜖 [ܮ௝, ௝ܷ], otherwise 𝑎௜௝ = Ͳ.  

c. For matrix 𝑨 obtain: 

Sum of columns = ܵܥ௜ = ∑ 𝑎௜௝ே௝=ଵ  

Sum of rows = ܵ ௝ܴ = ∑ 𝑎௜௝ே௜=ଵ ݓ  = ݉𝑎ݔ ሺܵܥ௜, ܵ ௝ܴሻ for all ݅, ݆ 
d. Select the subject 𝑎ሺ௪ሻ associated with ݓ; denote ߚሺ௪ሻ and ሺܮ௪ , ܷ௪ሻ as 

the parameter and confidence interval associated to 𝑎ሺ௪ሻ. 
e. If ߚሺ௜ሻ א ,௪ܮ]  ܷ௪] then 𝑎ሺ௜ሻ belongs to W, let ௪ܰ be the number of 

elements of W 

i. Define a submatrix of 𝑨, named 𝑨ሺ࢝ሻ ( ௪ܰ x ௪ܰ),  the columns 

and rows of 𝑨ሺ࢝ሻ are subjects of W, and the elements are 𝑎௜௝ = ͳ 

if ߚሺ௜ሻ𝜖 [ܮ௝, ௝ܷ], otherwise 𝑎௜௝ = Ͳ; ݅ = ͳ,… , ௪ܰ , ݆ = ͳ,… , ௪ܰ. 

ii. For 𝑨ሺ࢝ሻ obtain:  

Sum of columns = ܵܥ௪௜ = ∑ 𝑎௜௝ே𝑤௝=ଵ  

Sum of rows = ܴܵ௪௝ = ∑ 𝑎௜௝ே𝑤௜=ଵ ݒ  = ݉݅݊ ሺܵܥ௪௜, ܴܵ௪௝ሻ for all ݅, ݆ 
iii. Select 𝑎ሺ௩ሻ associated with ݒ. 

iv. Let 𝑞 = Ͳ.͵. If ݒ ൒ ሺ𝑞 ∗ ܰ௪ሻ then assign the elements of W to a 

cluster ܩ௪, otherwise remove 𝑎ሺ௩ሻ from W (now ௪ܰ = ௪ܰ −ͳሻ and repeat steps i) trough iv) 

f. Remove subjects assigned to a cluster and with those that remain repeat 

steps 2b) to  2e) 

g. Stop the process when all the subjects (𝑎ሺ௜ሻ) have been assigned to one 

cluster (ܩ𝑔). 

3. Compare the obtained clusters, let  ܫ௞ = ሺܫ௞ଵ, … ,  ௞𝐺ሻ be the set of clustersܫ

associated with the k-th explanatory variable 
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a. Sort subjects by ܫଵ, ,ଶܫ … ,  ௞ܫ

b. The final clusters are given by column k, see Figure 1  

c. Rename the clusters to a sequential order 

4. Repeat step 1, if follow to step 2 increase the value of 𝑞 by 0. ͳ 

Some groups may have only one subject, in that case, the subject is so 

different that it is necessary to analyze it separately. One advantage of this method 

is that the number of clusters is determined based on data variability, we do not 

need to define or estimate the number of groups in advance, as it happens in 

k-means or methods proposed by Su et al. [5] and Lin et al. [6]. The clustering 

algorithm was programmed in R software version 3.4.0 [13]; functions of plm 

package version 1.6-5 were used [10]. The program is available as supplementary 

material. 

 

4  Classification Performance and Simulation 

Su et al. [4] defined the following sequences of events to evaluate a 

classification method 

  𝑬�̂�𝒈,𝒊 = {𝒂ሺ𝒊ሻ ב �̂�𝒈|𝒂ሺ𝒊ሻ א 𝑮𝒈} and 𝑬𝑰�̂�𝒈,𝒊 = {𝒂ሺ𝒊ሻ א �̂�𝒈|𝒂ሺ𝒊ሻ ב 𝑮𝒈}           

(11) 

   𝑬�̂�𝒈 = ⋃ 𝑬�̂�𝒈,𝒊𝒊א𝑮𝒈  and  𝑬𝑰�̂�𝒈 = ⋃ 𝑬𝑰�̂�𝒈,𝒊𝒊א�̂�𝒈              (12) 

where ܫ̂ܧ𝑔,௜ denotes the error event of not classifying an element 𝑎ሺ௜ሻ of ܩ𝑔 into 

the estimated group Ĝ𝑔, and ܫ̂ܫܧ𝑔,௜  denotes the error event of classifying an 

element 𝑎ሺ௜ሻ that does not belong to ܩ𝑔 into the estimated group Ĝ𝑔. The events ܫ̂ܧ𝑔 and ܫ̂ܫܧ𝑔 mimic the Type I and Type II errors in statistical tests. To measure 

classification accuracy we use classification errors introduced by Su et al. [5] 

 �̅�(ܫ̂ܧ) = ଵே∑ �̂�𝐺𝑔=ଵ (ܫ̂ܫܧ)and �̅� ( 𝑔ܫ̂ܧ) = ଵே∑ �̂�𝐺𝑔=ଵ  (13)         (𝑔ܫ̂ܫܧ)
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where P̂ denotes the relative frequency (empirical probability). The accuracy 

estimation of the parameters is evaluated with the root mean square error (RMSE), 

weighted by the proportion in the population ( [6], [5]) 

ܧܵܯܴ  = { ଵெ𝐺𝐾ே∑ ∑ ∑ �ܰ�[̂ߚ𝑔௞,௠ሺĜ𝑔ሻ − 𝑔ሻ]ଶ𝐾௞=ଵ𝐺𝑔=ଵெ௝=ଵܩ𝑔௞ሺߚ }ଵ/ଶ     (14) 

where ̂ߚ𝑔௞,௠(̂ܩ) is the pooled slope parameter, estimated for the k-th variable 

and the g-th group Ĝ𝑔 in the m-th replication, and ߚ𝑔௞ሺܩ𝑔ሻ is the true slope 

parameter for the k-th variable in the g-th group ܩ𝑔 . M is the number of 

replications in a Monte Carlo simulation study. 

4.1  Simulation 

The performance of the clustering methodology was examined using Monte Carlo 

simulations. The data were generated from the panel structure model (8), 

equivalently 

௜𝑡଴ݕ   = ∑ [∑ ଴௜଴௜𝜖𝐺𝑔ߚ + ∑ ∑ ௜𝑡௞଴ݔ 𝑔௞଴𝐾௞=ଵ௜𝜖𝐺𝑔ߚ ]𝐺𝑔=ଵ + 𝜀௜𝑡଴          (15) 

The superscript zero indicates a known value. Four data generating process (DGP) 

were considered; M=1000 replications were generated for different combinations 

of subjects and time, N=(20,50,100,200), T=(10,20,50,100,200).  

 

DGP1 a). Fixed model with 3 groups and 1 explanatory variable 

(G, K) = (3,1); (ߚଵ଴, ,ଶ଴ߚ ଷ଴ሻߚ = ሺͲ.͵, Ͳ.ͷ,Ͳ.ͺሻ; ( ଵܰ଴, ଶܰ଴, ଷܰ଴ሻ = ሺͲ.ʹܰ, Ͳ.Ͷܰ, Ͳ.Ͷܰሻ; ݔ௜𝑡଴  ~ܰሺͳ,͵ሻ; (ߚ଴ଵ଴ , ଴ଶ଴ߚ , ଴ଷ଴ߚ ሻ = ሺͳ,ͷ,ͺሻ;  𝜀௜଴ ~ܰሺͲ,ͳሻ. 
 

DGP1 b). Same than DGP1 a), only fixed model was changed to random model 

with ߚ଴௜଴  ~ܰሺͳ,ͳሻ 
 

DGP2. Random model with 3 groups and 1 explanatory variable 

(G,K)=(3,1). ( ,ଵ଴ߚ ,ଶ଴ߚ ଷ଴ሻߚ = ሺͲ.ͷ, ͳ.ͷ,ʹሻ . ( ଵܰ଴, ଶܰ଴, ଷܰ଴ሻ = ሺͲ.ʹܰ, Ͳ.Ͷܰ, Ͳ.Ͷܰሻ . ݔ௜𝑡଴  ~ܰሺͳ,͵ሻ. ߚ଴௜଴  ~ܰሺͳ,ͳሻ. 𝜀௜଴ ~ܰሺͲ,ͳሻ.  
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DGP3. Fixed model with 3 groups and 2 explanatory variables 

(G,K)=(3,2). (ߚ௞ଵ଴ , ௞ଶ଴ߚ , ௞ଷ଴ߚ ሻ = ቆቀͲ.Ͷͳ.͸ቁ , ቀͳͳቁ , ቀͳ.͸Ͳ.Ͷቁቇ. 

( ଵܰ଴, ଶܰ଴, ଷܰ଴ሻ = ሺͲ.ʹܰ, Ͳ.Ͷܰ, Ͳ.Ͷܰሻ . ݔ௜𝑡ଵ଴  ~ܰሺͳ,͵ሻ.  ݔ௜𝑡ଶ଴  ~ܰሺͳ.ͷ,͵ሻ. 
଴ଵ଴ߚ) , ଴ଶ଴ߚ , ଴ଷ଴ߚ ሻ = ሺͳ,ͷ,ͺሻ.   𝜀௜଴ ~ܰሺͲ,ͳሻ.  

 

DGP4. Random model with 4 groups and 3 explanatory variables 

(G,K)=(4,3). (ߚ௞ଵ଴ , ௞ଶ଴ߚ , ௞ଷ଴ߚ , ௞ସ଴ߚ ሻ = ቌ(Ͳ.Ͷͳ.͸ʹ) , (ͳͳͳ) , (ͳ.͸Ͳ.Ͷ͵) , (ͳʹ.ͷͳ ) ቍ. 

( ଵܰ଴, ଶܰ଴, ଷܰ଴, ସܰ଴ሻ = ሺͲ.ʹܰ, Ͳ.͵ܰ, Ͳ.Ͷܰ, Ͳ.ͳܰሻ . ݔ௜𝑡ଵ଴  ~ܰሺͳ,͵ሻ. ݔ௜𝑡ଶ଴  ~ܰሺͳ.ͷ,͵ሻ.  ݔ௜𝑡ଷ଴  ~ܰሺʹ,͵ሻ ߚ଴௜଴  ~ܰሺͳ,ͳሻ.   𝜀௜଴ ~ܰሺͲ,ͳሻ.  

 

The clustering algorithm was executed with the values of 𝑞 = Ͳ.͵ and ߙ = Ͳ.Ͳʹ. 

Table 1 shows the classification errors and RMSE for GDP1 a) and GDP1 b), it 

can be seen that RMSE increases in the random model, this is to be expected 

because in random model there are two sources of variation, ߚ଴௜଴  ~Nሺμ𝛽0𝑖0 , σ𝛽0𝑖0ଶ ሻ 
and εi଴ ~Nሺμεi0 , σεi0ଶ ሻ, if both are independent the variance increases to σ𝛽0𝑖0ଶ +σεi0ଶ  , in the analyzed case the variance doubles from 1 to 2.  

 

 

Table 1: Estimations of  �̅�(ܫ̂ܧ), �̅�(ܫ̂ܫܧ) and RMSE for different values of N and T. 

DGP1 a) and DGP1 b) are considered 
 

    DGP1 a) DGP1 b) 

N T �̅�(ܫ̂ܧ) �̅�(ܫ̂ܫܧ) RMSE �̅�(ܫ̂ܧ) �̅�(ܫ̂ܫܧ) RMSE 

20 10 0.22440 0.32695 0.161282 0.14510 0.46495 0.285527 

20 20 0.20755 0.18865 0.117204 0.19420 0.36085 0.278231 

20 50 0.10775 0.03250 0.178777 0.15455 0.18260 0.273337 

20 100 0.05580 0.00105 0.130275 0.08220 0.04595 0.270784 

50 10 0.24896 0.33994 0.080765 0.15472 0.47158 0.280031 
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50 20 0.23846 0.20558 0.048743 0.21056 0.37218 0.276321 

50 50 0.12288 0.03586 0.016480 0.19244 0.20106 0.272203 

50 100 0.05484 0.00144 0.005612 0.10570 0.05284 0.270304 

100 10 0.25555 0.34558 0.079471 0.15843 0.47335 0.276097 

100 20 0.25383 0.21261 0.046934 0.22187 0.36897 0.274984 

100 50 0.13606 0.03855 0.014523 0.21518 0.21692 0.271609 

100 100 0.05491 0.00195 0.004069 0.11956 0.05075 0.270396 

200 10 0.26252 0.34301 0.079410 0.16055 0.47568 0.274443 

200 20 0.26666 0.21946 0.047671 0.22577 0.36824 0.274844 

200 50 0.15796 0.04454 0.014864 0.23802 0.22986 0.271466 

200 100 0.05657 0.00290 0.002916 0.13638 0.05380 0.271405 

 

 

Table 2: Estimations of  �̅�(ܫ̂ܧ), �̅�(ܫ̂ܫܧ) and RMSE for different values of N and T. 

DGP2, DGP3 and DGP4 are considered 
 

N T 
DGP2 DGP3 DGP4 �̅�(ܫ̂ܧ) �̅�(ܫ̂ܫܧ) RMSE �̅�(ܫ̂ܧ) �̅�(ܫ̂ܫܧ) RMSE �̅�(ܫ̂ܧ) �̅�(ܫ̂ܫܧ) RMSE 

20 10 0.21655 0.22300 0.32021 0.32015 0.04040 0.71775 0.41050 0.01720 0.21185 

20 20 0.20655 0.09950 0.31441 0.11670 0 0.32726 0.25435 0.00045 0.18102 

20 50 0.07220 0.00045 0.30626 0.07300 0 0.25710 0.11095 0 0.16846 

20 100 0.05320 0 0.30487 0.05710 0 0.23812 0.08090 0 0.16588 

50 10 0.23744 0.20936 0.30927 0.33442 0.04332 0.06655 0.54856 0.01324 0.19123 

50 20 0.24870 0.12874 0.30792 0.15958 0.00012 0.01913 0.36616 0.00058 0.17325 

50 50 0.06554 0.00042 0.30417 0.06222 0 0.00518 0.15168 0 0.16672 

50 100 0.05106 0 0.30302 0.05040 0 0.00365 0.11522 0 0.16296 

100 10 0.25321 0.19457 0.30857 0.32591 0.03839 0.03337 0.63278 0.00941 0.18445 

100 20 0.26127 0.13876 0.30655 0.20791 4.0E-05 0.01014 0.45898 0.00092 0.16913 

100 50 0.06761 0.00051 0.30334 0.06205 0 0.00375 0.22183 0 0.16363 

100 100 0.05196 0 0.30331 0.05116 0 0.00254 0.18330 0 0.16279 

200 10 0.26409 0.18827 0.30598 0.29549 0.03226 0.02536 0.71229 0.00726 0.17552 

200 20 0.28315 0.15016 0.30570 0.28094 7.0E-05 0.01080 0.57221 0.00111 0.16692 

200 50 0.06874 0.00093 0.30315 0.06065 0 0.00275 0.32584 0 0.16335 

200 100 0.05075 0 0.30293 0.05005 0 0.00186 0.28640 0 0.16273 

 

Table 2 shows the classification errors and RMSE for GDP2, GDP3 and GDP4. As 

shown in Tables 1 and 2, if N increases the RMSE decreases; if the variance 

increases the classification errors increase. The values of  P̅(EÎ) and P̅(EIÎ) 
increase when the number of explanatory variables increases and decrease when T 

increases; P̅(EÎ) and P̅(EIÎ) were less than 0.48 and when N and T were greater 

than 50 they were less than 0.2. Based on the information analyzed here, it can be 
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inferred that the clustering classification method is acceptable for values of N and 

T greater than 50, but in some circumstances, it can be considered even for minor 

values. 

 

5  Application to Trend Estimation of GDP Per Capita 

One of the most important variables in economics is Gross Domestic Product 

(GDP) per capita as an indicator of a country’s standard living. The data used in this 

study were obtained from the world development indicators of “The world Bank” 

web page [15]. Data of GDP per capita by country were analyzed by Su et al. [5], they 

found differences in GDP per capita growth between countries and proposed 4 

clusters; using the same data and period that they used, the hypothesis test of slope 

homogeneity is rejected in all their clusters with p-values 7.59e-74, 7.66e-47, 

2.29e-86 and 1.96e-46 for clusters 1,2,3 and 4 respectively,  therefore, assumption 2 

is not satisfied and we cannot apply panel data theory within each cluster, the 

previous results implies that the method proposed by Su et al. [5] may be improved. 

The method discussed here allows determining clusters that share a similar economic 

growth based on GDP and eliminates the arbitrary selection of groups. Annual data 

from 1960 to 2015 were analyzed; we used information of GDP (current US$), 

industry value (% of GDP) and agriculture value (% of GDP). Three models were 

analyzed, one that considers only GDP per capita by year in order to obtain clusters of 

countries that share the same economic growth; a second one, that considers GDP per 

capita as dependent variable and industry value as explanatory variable and a third 

one, that add agriculture value as a second explanatory variable . 

 

 5.1  Model 1 

By deleting countries with many missing values in the period 1960 to 2015, an 

unbalanced panel data was obtained with N=96 countries and T=56 observations by 

country. Similar to Su et al. [5], we took logarithm and demean the data for each 
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country as 

௜𝑡ݕ   = ݈݊ሺݔ௜𝑡ሻ − ଵ𝑡 ∑ ݈݊ሺݔ௜𝑡ሻ𝑡ଵ   ݅ = ͳ,… ,ͻ͸;  ݐ = ͳ,… ,ͷ͸     (16) 

where ݔ௜𝑡 is the GDP per capita by country. Model (8) was used with, ݕ௜𝑡 defined in 

equation (16) and ݔ௜𝑡  denoted the year. The clustering algorithm program was 

executed with 𝑞 = Ͳ.͵ and ߙ = Ͳ.Ͳʹ, as a result, 15 clusters were obtained; the 

cluster trend (CT) was estimated as the mean value of countries that belong to the 

same cluster. 

ܥ    �ܶ� = ଵ௡𝑔∑ ௜𝑡௜ 𝜖 𝐺𝑔ݕ ݐ   = ͳ, … , T;  𝑔 = ͳ,… ,   (17)          ܩ

Table 3 shows names of countries included in each cluster and Figure 2 shows cluster 

trend of GDP per capita. Next some comments are given; clusters 1, 2, 3 and 4 

contains 66% of the countries; two countries made a cluster by itself, Ireland and 

Korea Rep.; the countries of clusters 9, 13 and 14 (Botswana, Singapore, Ireland, 

Korea) have the highest growth of GDP per capita in the period; clusters 10 and 12 

(Madagascar, Niger, Zimbabwe, Malaysia, Liberia, Luxembourg) started with the 

highest GDP per capita and finished with the lowest GDP per capita. The 

classification showed in Table 3 differs from the classifications of Su et al. [5]. A 

classification based on external criteria such as continental location or OECD 

countries is misleading. 

We notice that almost all the clusters have a high growth in the period of 1960 to 

1980, after 1980 the growth tendency change, because of that, the GDP per capita 

trend was analyzed for 1980 to 2015 (T=36), under this scenario 10 clusters were 

obtained, Table 4 shows the countries included in each cluster and Figure 3 shows the 

cluster trend. 
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Table 3: Classification of 96 economies based on GDP per capita for period 

1960-2015 
 

Cluster Economies Countries 

1 19 
Algeria, Bahamas, Belize, Canada, Congo Rep., Ecuador, Fiji, Gabon, 

Iran Islamic Rep., Morocco, Nigeria, Panama, Peru, Rwanda, 

Suriname, Sweden, Trinidad and Tobago, United States, Uruguay 

2 17 
Argentina, Bangladesh, Benin, Bolivia, Burkina Faso, Cameroon, 

Chad, Guyana, Honduras, Kenya, Malawi, Mauritania, Nepal, 

Nicaragua, Papua New Guinea, Sudan, Venezuela RB 

3 17 
Australia, Belgium, Brazil, Colombia, Denmark, Dominican 

Republic, Finland, France, Greece, Iceland, Israel, Italy, Lesotho, 

Mexico, Netherlands, Turkey, United Kingdom 

4 11 
Austria, Bermuda, China, Hong Kong SAR China, Japan, Norway, 

Portugal, Seychelles, Spain, St. Kitts and Nevis, St. Vincent and the 

Grenadines 

5 5 Burundi, Central African Republic, Senegal, Sierra Leone, Zambia 
6 6 Guatemala, India, Jamaica, Pakistan, Philippines, South Africa 

7 4 Chile, Costa Rica, Sri Lanka, Swaziland 

8 4 Cote dIvoire, Ghana, Togo, Uganda 

9 2 Botswana, Singapore 

10 3 Madagascar, Niger, Zimbabwe, Malaysia 

11 2 Puerto Rico, Congo Dem. Rep. 

12 2 Liberia, Luxembourg 

13 2 Luxembourg, Thailand 

14 1 Ireland 

15 1 Korea Rep. 
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Figure 2: Cluster trend for period 1960-2015 

 

 
Figure 3: Cluster trend for period 1980-2015 
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Table 4: Cluster classifications of 96 economies based on GDP per capita for period 
1980-2015 

 

Cluster Economies Name of countries 

1 31 

Australia, Austria, Botswana, Brazil, Chad, Colombia, Costa Rica, 
Dominican Republic, Greece, Guyana, Hong Kong SAR China, India, 
Israel, Lesotho, Malaysia, Mexico, Nigeria, Norway, Peru, Portugal, 
Puerto Rico, Seychelles, Spain, St. Kitts and Nevis, St. Vincent and the 
Grenadines, Suriname, Swaziland, Thailand, Trinidad and Tobago, 
United Kingdom, Uruguay 

2 27 

Algeria, Argentina, Bahamas, Benin, Bolivia, Burkina Faso, Congo Rep., 
Ecuador, Fiji, France, Ghana, Guatemala, Honduras, Iceland, Iran Islamic 
Rep., Japan, Kenya, Malawi, Mauritania, Nicaragua, Sierra Leone, South 
Africa, Sudan, Sweden, Uganda, Venezuela RB, Zambia 

3 14 Bangladesh, Belgium, Belize, Canada, Denmark, Finland, Italy, Jamaica, 
Morocco, Nepal, Netherlands, Pakistan, Panama, Philippines 

4 6 
Burundi, Central African Republic, Congo Dem. Rep., Liberia, Niger, 
Zimbabwe 

5 6 Cote dIvoire, Gabon, Papua New Guinea, Rwanda, Senegal, Togo 

6 7 Bermuda, Chile, Ireland, Luxembourg, Singapore, Sri Lanka, Turkey 

7 2 Cameroon, Madagascar 

8 1 China 

9 1 Korea Rep. 

10 1 United States 

 

As can be seen from Figure 3 and Table 4, three countries made a cluster by 

itself, China, Korea Rep. and Unites States; China and Korea Rep. (clusters 8 and 9) 

are the countries with the lowest GDP per capita at the beginning of the series and the 

highest GDP per capita at the end of the series; all the countries in Clusters 4, 5 and 7 

are African countries and have minimal grown in GDP per capita; cluster 2 increases 

the GDP per capita after the year 2000; clusters 1, 2 and 3 contains 75% of the 

countries, they have a regular  GDP per capita growth; except for African countries, 

the cluster classification does not exhibit geographic features. 

Table 5 reports p-values for different tests and estimations of parameters for each 

cluster. In all clusters, the hypothesis (5) is rejected which implies that exists panel 

effect, meanwhile, assumption 3 is satisfied, so there is no difference in the slope 

growth within each cluster and we can apply panel data theory; finally, the hypothesis 

(6) is not rejected, therefore, random model effects is preferred in all the clusters. The 
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parameters were estimated with the random effects model; estimations of component 

errors are not shown here because by now, they are not part our objective. As can be 

seen from Table 5, cluster 8 has the highest slope, for cluster 4 the hypothesis of slope 

equal to zero is not rejected (p-value=0.5847705), so cluster 4 has not GDP growth in 

the analyzed period. 

 

Table 5: Test of hypothesis (p-value) and estimation of parameters for model 1 
 

Cluster Test (3)a Test (5)b 
 Test 
(6)c  

Estimation of parameters   ߚ଴ 

p-value 

 ଵߚ (଴ߚ)

p-value ሺߚଵሻ 
1 0.17817 5.47E-74** 0.84086 -111.4612 0** 0.05615 0** 

2 0.11512 2.55E-42** 0.90855 -71.2221 6.3E-193** 0.03590 1.1E-194** 

3 0.55144 3.12E-45** 1 -91.6811 7.4E-244** 0.04620 3.3E-245** 

4 0.56142 7.72E-06** 1 2.8941 0.5648091 -0.00137 0.5847705 

5 0.43134 6.07E-10** 0.97431 -38.9763 1.3E-23** 0.01973 5.2E-24** 

6 0.07625 1.16E-31** 0.92143 -138.9611 3.1E-149** 0.06996 7.8E-150** 

7    -19.5764 0.004285** 0.00997 0.00368** 

8    -225.1367 9.54E-26** 0.11307 8.5E-26** 

9    -155.5692 2.35E-20** 0.07849 1.8E-20** 

10  
  

-81.5733 4.90E-29** 0.04114 3.8E-29** 
a ܪ଴: Same coefficients apply to each subject 
b ܪ଴: OLS is better than random effects model, i.e. no panel effect 
c ܪ଴: Preferred model is random effects vs. ܪଵ: preferred model is fixed effects 

* significant at 5%; ** significant at 1%      

 

4.2  Model 2 

Now, the dependent variable is GDP per capita and industry value in % of GDP 

 ଵሻ is the explanatory variable, the model is the followingݔ)

௜𝑡ݕ      = ଴௜ߚ + ′ଵ௜𝑡ݔ ଵߚ + 𝜀௜𝑡                 (18) 

where ݕ௜𝑡 = ݈݊ ሺܦܩ𝑃ሻ ଵ௜𝑡ݔ , = ݈݊ሺݔଵሻ and εit  is the error term. After removing 

countries that do not have industry information for the series of 1980 to 2015, we 

have a balanced panel data, with N=61 countries and T=36 observations by country. 

If all countries are pooled, the hypothesis of parameter homogeneity (3), is rejected 

with a p-value = 2.2 e-16, therefore we cannot use panel data theory for the whole 
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group of countries. We executed the clustering algorithm with values of 𝑞 = Ͳ.ͷͷ 

and α = Ͳ.Ͳʹ. Table 6 reports the cluster classification, 13 clusters were obtained.  

 

Table 6: Cluster classifications of 61 economies based on the relation of GDP per 
capita and industry value for the period 1980-2015 (Model 2) 

 

Cluster Economies Countries 

1 6 Bangladesh, China, India, Kenya, St. Kitts and Nevis, Thailand 

2 11 
Australia, Belize, Botswana, Brazil, Cameroon, Chile, Fiji, Finland, 
Guyana, St. Vincent and the Grenadines, Turkey 

3 15 
Algeria, Burkina Faso, Burundi, Central African Republic, Chad, Colombia, 
Dominican Republic, Honduras, Iran Islamic Rep., Malaysia, Nepal, 
Senegal, Togo, Venezuela RB, Zambia 

4 6 Bolivia, Ecuador, Mexico, Norway, Panama, Suriname 

5 6 Denmark, Morocco, Pakistan, Philippines, Singapore, Sweden 

6 6 Congo Dem. Rep., Congo Rep., Lesotho, Madagascar, Mauritania, Uganda 

7 3 Argentina, France, Netherlands 

8 2 Benin, Liberia 

9 2 Malawi, South Africa 

10 – 13 
1 by 

cluster 
Puerto Rico (10), Austria (11), Korea Rep. (12), Sierra Leone (13) 

 

Table 7: Test of hypothesis (p-value) and estimation of parameters for model 2 
 

Cluster Test (3)a Test (4, 5)b   Test (6)c  

Estimation of parameters   ߚ଴ p-value(ߚ଴ሻ ߚଵ p-value(ߚଵሻ 
1 0.56824 2.9E-61** 0.01030*    4.7095 1.2E-21** 
2 0.71989 1.2E-136** 0.00038**   -2.2892 6.1E-31** 
3 0.96419 7.0E-90** 2.9E-16**   -0.0504 0.73367 
4 0.98558 6.7E-80** 0.86334  0.5070 0.59793  2.2999 6.6E-19** 
5 0.54753 1.3E-139** 0.19561  26.248 4.7E-46** -5.2681 2.2E-36** 
6 0.10341 1.7E-26** 0.95456  2.8380 9.8E-18**  1.0200 2.0E-28** 
7 0.39599 4.4E-23** 0.40220  20.836 6.4E-65** -3.3838 1.8E-43** 
8     4.0763 3.9E-27**  0.6303 2.2E-10** 
9    -42.980 0.00178**  14.409 0.00023** 

10  
  

-3.8345 0.00163**  3.2647 1.2E-13** 
11 

   
 34.648 1.0E-2** -7.0833 4.5E-17** 

12    -29.676 4.1E-08**  8.7854 9.6E-11** 
13     6.9045 1.1E-20** -0.4348 0.00088** 

a ܪ଴: Same coefficients apply to each subject 
b ܪ଴: OLS are better than fixed effects model (random effects model),  
c ܪ଴: Preferred model is random effects vs ܪଵ: Preferred model is fixed effects 

* significant at 5%; ** significant at 1%      
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Table 7 reports the p-value for different tests and the estimation of parameters for 

each cluster, it can be noticed that all clusters have panel effect and the same 

coefficient apply within each cluster. Fixed effect model is preferred for clusters 1, 2 

and 3 and random effects model is preferred for the rest of clusters, estimations of ߚ଴௜ 
values according to the preferred model are in Table 8. 

 

Table 8: Values of ߚ଴ for clusters where the preferred model is fixed effects 
 (Model 2) 

 

Clusters 1 Clusters 2 Clusters 3 

Country ߚ଴ Country ߚ଴ Country ߚ଴ 

Bangladesh -8.86577 Australia 17.84477 Algeria 8.04547 

China -11.1085 Belize 14.96266 Burkina Faso 5.94919 

India -9.33262 Botswana 16.86114 Burundi 5.34768 

Kenya -7.64363 Brazil 16.24878 C. African Republic 5.98960 

St. Kitts and Nevis -6.41712 Cameroon 14.64212 Chad 5.95519 

Thailand -9.21436 Chile 16.75221 Colombia 7.97443 

    Fiji 14.87301 Dominican  Rep. 7.90874 

    Finland 18.16704 Honduras 7.15881 

  Guyana 14.55196 Iran Islamic Rep. 8.15994 

  
St. Vincent and 
the Grenadines 14.83356 Malaysia 8.48464 

  Turkey 15.96111 Nepal 5.71672 

    Senegal 6.67851 

    Togo 6.06009 

    Venezuela RB 8.61715 

    Zambia 6.55740 

 

Based on Tables 6, 7 and 8, some comments are given; 4 clusters have only one 

country;  cluster 3 is the cluster with more countries (15) and the hypothesis ܪ଴: ଵߚ = Ͳ is not rejected with a  p-value= 0.733677 so it can be inferred that the 

GDP per capita of the countries in cluster 3 has no relation with industry; all the 

countries of clusters 6, 8 and 9 are from Africa; the clusters with a positive relation 

between industry and GDP are 1, 4, 6, 8, 9, 10 and 12, meanwhile the clusters with 

negative relations are 2, 5, 7, 11 and 13; clusters 1, 9 and 12 are the top three clusters 
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with positive relation between industry and GDP, they contain countries with a high 

industry level like Bangladesh, China, India, Thailand, South Africa and Korea Rep.; 

cluster 11 (Austria) is the one with the highest negative slope, i.e. GDP is negatively 

influenced by industry, but we need to consider that it has the highest intercept value ሺߚ଴ሺଵଵሻሻ.  

 

4.3  Model 3 

As an extension to multiple variables, a new explanatory variable is added to 

model 2, the model is the following 

௜𝑡ݕ     = ଴௜ߚ + ′ଵ௜𝑡ݔ ଵߚ + ′ଶ௜𝑡ݔ ଶߚ + 𝜀௜𝑡         (19) 

where ݔଶ is agriculture value in % of GDP and ݔଶ௜𝑡 = ݈݊ሺݔଶሻ, the other variables 

were defined in model 2. In order to use panel theory it is necessary that the 

parameters associated with the explanatory variables follow a similar trend, again 

hypothesis of parameter homogeneity (3) is rejected with a p-value=0.002; after 

applying clustering algorithm with 𝑞 = Ͳ.ͷͷ   and α = Ͳ.Ͳʹ , 30 clusters were 

obtained, 13 clusters have only one country, 5 clusters have 2 countries and 6 clusters 

have three or more countries, the economies by cluster are showed in Table 9.  

Table 10 reports p-values for different tests and Table 11 reports estimation of 

parameters for each cluster. The p-value of parameters ߚଵ and ߚଶ is not significant 

at 0.05 for clusters 12 and 22 (Burkina Faso y Uganda) so for this two countries the 

GDP per capita has not relation with industry and agriculture; the p-value for the 

explanatory variable industry in clusters 5, 13 and 21 (Bolivia, India, Kenya, Mexico, 

Fiji) is not significant at 0.05 so if the variable agriculture is present, the variable 

industry has no relation with the GDP per capita for those countries. The p-value of 

the explanatory variable agriculture is not significant at 0.05 in clusters 11, 19, 23, 25 

and 27 (Central African Republic, Togo, Argentina (19), Thailand (23), Sierra Leone 

(25), Madagascar (27)) so if the variable industry is present, the variable agriculture 

has no relation with the GDP per capita for those countries.  As we can figure out, if 

the number of explanatory variables increases, then the number of clusters increases.  
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Table 9: Classification of 61 economies based on the relation of GDP per capita with 
industry and agriculture for 1980-2015 (Model 3) 

 

Cluster Economies Countries 

1 12 
Australia, Bangladesh, Congo Dem. Rep., Dominican Republic, 
Ecuador, France, Guyana, Senegal, South Africa, St. Vincent 
and the Grenadines, Venezuela RB, Zambia 

2 7 Belize, Chile, Colombia, Honduras, Norway, Panama, Turkey 

3 4 Botswana, Denmark, Finland, Sweden 

4 3 Benin, Brazil, Congo Rep. 

5 3 Bolivia, India, Kenya 

6 3 Cameroon, Iran Islamic Rep., Philippines 

7 2 Burundi, Malawi 

8 2 Mauritania, Suriname 

9 2 Austria, Netherlands 

10 2 Lesotho, St. Kitts and Nevis 

11 2 Central African Republic, Togo 

12 - 30 1 by cluster 

Burkina Faso (12), Mexico(13), Puerto Rico (14), Chad (15), 
Singapore (16), Algeria (17), Malaysia (18), Argentina (19), 
China (20), Fiji (21), Uganda (22), Thailand (23), Korea Rep. 
(24), Sierra Leone (25), Liberia (26), Madagascar (27), Morocco 
(28), Nepal (29), Pakistan (30) 

 
 
 

Table 10: Test of hypothesis (p-value) for model 3 
 

Cluster Test (7)a  Test (10)b  

1 0.09817 0.52276 
2 0.58281 0.69080 
3 0.87614 0.01651* 

a ܪ଴: Same coefficients apply to each subject 
b ܪ଴: Preferred model is random effects vs ܪଵ: Preferred model is fixed effects 

* significant at 5%; ** significant at 1% 
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Table 11: Estimation of parameters for model 3 
 

Cluster 

Estimation of parameters ߚ଴ p-value ߚଵ p-value ߚଶ p-value 

1 12.08391 3.5E-101** -0.37759 0.000525** -1.35392 3.27E-90** 
2 14.77670 5.49E-75** -0.81715 5.47E-08** -1.69734 1.6E-102** 
3   -1.10238 2.19E-09** -0.89355 1.73E-46** 
4 14.14184 2.90E-46** -0.87407 1.73E-11** -1.60863 4.50E-37** 
5 13.67674 7.89E-15** -0.40152 0.144584 -1.88265 7.10E-14** 
6 17.46628 8.53E-24** -1.60497 1.52E-06** -1.64582 7.60E-29** 
7 9.60011 1.02E-14** -0.51573 0.014446* -0.74023 0.000135** 
8 6.64059 6.10E-09** 1.16311 3.17E-05** -1.18637 6.22E-18** 
9 15.85886 3.01E-40** -1.42505 4.32E-12** -0.98256 1.34E-23** 
10 13.94639 1.83E-28** -1.04689 6.93E-06** -1.76099 1.26E-35** 
11 2.84921 0.058313 0.54499 0.028408* 0.38920 0.098946 
12 -0.50651 0.890208 0.59452 0.386206 1.28046 0.064622 
13 11.59111 5.68E-08** -0.28052 0.546611 -1.30411 3.23E-17** 
14 -4.98409 0.115613 3.26980 4.47E-05** -0.67203 1.04E-11** 
15 -12.3826 1.02E-07** 1.76176 1.66E-07** 3.66158 3.58E-12** 
16 2.60800 0.406900 1.77770 0.047942* -0.52472 6.59E-11** 
17 25.55890 0.000113** -3.09533 0.009273** -2.38193 0.001653** 
18 25.85305 5.05E-16** -3.49820 3.97E-09** -1.78501 6.67E-18** 
19 20.45586 3.66E-18** -3.47886 4.30E-10** 0.17431 0.481905 
20 24.38955 2.34E-06** -2.60894 0.023702* -2.71344 2.43E-23** 
21 11.32091 5.12E-13** 0.18348 0.647483 -1.44280 4.84E-09** 
22 6.72153 0.025741* 0.34529 0.410204 -0.54217 0.276332 
23 -8.61652 0.172071 4.89477 0.002149** -0.51521 0.238872 
24 -3.42041 0.276453 4.03073 3.61E-05** -1.21288 6.75E-24** 
25 6.80751 0.000474** -0.43187 0.002464** 0.02300 0.955398 
26 14.76399 1.11E-09** -0.34094 0.039026* -2.15872 9.86E-07** 
27 4.21122 0.003055** 1.06799 0.000206** -0.38230 0.236974 
28 32.37882 4.59E-14** -6.38840 6.70E-11** -1.21880 0.000693** 
29 20.31894 3.25E-18** -1.48600 7.18E-08** -2.80346 1.47E-15** 
30 30.60846 1.19E-15** -4.06140 2.31E-09** -3.54512 1.35E-09** 

* significant at 5%; ** significant at 1% 

 

 

6  Conclusions 

We proposed a method to determine clusters of subjects in panel data; the 

method is useful when exits parameter heterogeneity and standard panel data theory 

cannot be applied. An algorithm is proposed to cluster units into several groups such 

that within each cluster units share the value of the coefficients. The clustering is 

achieved by checking whether confidence intervals from different units overlap or 
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not; the final clusters must have parameter homogeneity. Simulations were 

conducted, for values of N and T greater than 50 the clustering method had 

acceptable performance. The clustering method was carried out to study the 

heterogeneous trending behavior of GDP per capita across 96 countries for two 

periods, 1960-2015 and 1980-2015; 15 and 10 clusters were found respectively. Our 

preliminary investigation suggests that if the number of explanatory variables 

increases then the number of clusters increases.  
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