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Abstract

Volatility modelling and forecasting in the financial market is signif-
icant in risk management, monetary policy making, security valuation
and portfolio creation. Standard volatility models use historical asset
price returns to model and predict volatility. The purpose of this study
is to add an exogenous variable to the standard volatility model. The
exogenous variables used in this research are the news sentiments from
Safaricom news articles extracted from Business daily, a Kenyan news
publisher that consistently publishes business news. These news senti-
ments are the counts of positive and negative articles. Safaricom was
chosen due to its huge market capitalization compared to other stocks in
Kenya and it also has enough news data points for analysis. The Safari-
com news articles were classified into either positive or negative using
Support Vector Machine. The volatility model that incorporates news
sentiments was formulated and its modelling and forecasting capabili-
ties was compared to some standard volatility models. The empirical
results indicate that the news sentiments augmented GARCH model

1 Department of Mathematics, Pan African University Institute for Basic Sciences,
Technology and Innovation, Kenya. E-mail: baswetialpha@gmail.com

2 Department of Statistics and Actuarial Sciences, Dedan Kimathi University of
Technology, Kenya. E-mail: ngunyi.antony@dkut.ac.ke

3 Department of Statistics and Actuarial Sciences, Jomo Kenyatta University of
Agriculture and Technology. E-mail: awaititu@jkuat.ac.ke

Article Info: Received : August 7, 2019. Revised : September 1, 2019.
Published online : January 5, 2020



2 News Classification using Support Vector Machine to Model ...

performed best in forecasting volatility compared to standard GARCH
and E-GARCH models.

Keywords: Support Vector Machine; News Sentiments Augmented GARCH;

Modelling, Forecasting

1 Introduction

In the financial market improved predictions can lead to tremendous gains

by portfolio managers making better investment decisions. The portfolio man-

agers analyse the financial market behaviour in order to make their buy or

sell strategies, here accuracy of the forecasted results impacts the profitability

outcome. The financial market behaviour is affected by many factors includ-

ing historical prices and news in the economy. Standard financial models use

historical prices and due to this limitation, the incorporation of behavioural

economics in the financial markets is gaining traction [1]. Behavioural finance

states that strategies built in the financial market are impacted by social and

emotional factors. These social and emotional factors are as a result of news

on stocks or news on the general economy. Thus, new information in the fi-

nancial market shapes investor decisions which in turn impacts the state of

the financial market. Hence, volatility models should be modified to capture

news.

The financial market behaviour was first explained by the EMH theory

which was developed by [2]. The EMH theory states that market prices fac-

tor in all available and relevant information in the financial market thus, the

market cannot be beaten consistently. EMH is divided into weak EMH which

suggests that all past information is included in security prices, semi-strong

EMH which suggests that any new public information is instantly factored in

security prices and strong EMH which suggests that all information, public and

private is reflected in securities prices and no investor has a competitive advan-

tage of the market as a whole. According to EMH theory, securities prices are

random walk and thus past information cannot be used to accurately predicted

future price movements. EMH theory implies that news variables will not im-
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pact financial market models significantly. However, several researchers have

disputed the EMH theory empirically and theoretically. Socionomic theories

as described by [3] and behavioural economics theory are some of the theories

that criticize the EMH theory and suggest that predictions in the financial

markets can be made successfully. These theories indicate that investors do

not make decisions instantly and are not always rational. Furthermore, the

strategies in the financial markets are not merely determined by facts which in-

clude the technical and fundamental analysis indicators but are also impacted

by moods and emotions which are gotten from news. The technical and fun-

damental factors are ”facts” in the financial market while news acts as an

exogenous variable. With a lot of information which has been brought about

by the increased adoption of the internet and electronic media, investors are

not immediately aware of all these news and thus they do not act accordingly

instantly. This information is slowly incorporated to security prices allowing

for partial asset price prediction. Partial prediction of security prices has been

supported by [4]’s empirical study, which provided evidence that some vari-

ables effectively predict asset prices when incorporated to econometric models.

These findings dispute the EMH theory.

Over the last few decades, researchers have modelled and analysed financial

time series conditional variance temporal behaviour. Most academic research

has focused in modelling and forecasting stock return volatility. Thus, models

that estimate and forecast conditional volatility of financial time series data

have been proposed, with conditional heteroscedastic being the most popular.

The well known conditional heteroscedastic models are standard GARCH by

[5], E-GARCH and GED-GARCH by [6], GJRGARCH by [7], TGARCH by

Zakoian 1994, GRS-GARCH by [8] and SEMIFAR-GARCH by [9] amongst

others.

The impact of news in the financial markets has also been studied over

the years to determine the relationship between published news and finan-

cial model behaviours. For instance, [10] indicated that there was a weak

relationship between financial market movements and news and that news an-

nouncement patterns do not explain market seasonalities in the day of the

week in their study. [11] indicated that conditional stock volatility is impacted

differently depending on the type of news. This argument was supported by

[12] whose study showed that bad news increased volatility more compared
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to good news. [13] indicated that there is a strong autocorrelation pattern in

news arrival. [14] determined news intensity (stock press releases) as the most

effective explanatory variable that can improve GARCH modelling. [15] stud-

ied the relationship between securities market and sentiments from investors.

[16] confirmed that stronger market reactions are observed when the news in

the market is negative compared to when the news is positive.

[17]’s study indicated that GARCH model provides good forecasts in volatil-

ity and simple parametrization, but the model does not fully capture the asym-

metric effect between asset returns and volatility such as leverage effect. Fur-

thermore, GARCH models are good in estimating model parameters as they

give the best in-sample fit for the data, but they often give poor out-of-sample

volatility forecasts. Thus, it would be significant to investigate and use ex-

ogenous data beside historical asset prices to improve the predictive power of

standard GARCH model. [18], [19], [20] incorporated trading volume as an

exogenous variable into their volatility models. [21] used interest rate levels

as an exogenous variable in volatility modelling and forecasting. These stud-

ies showed improvement of the forecasting ability of volatility models when

relevant exogenous variables were incorporated to the model structure.

The financial market is affected by new information from different news

sources like social media, newscasts, articles and announcements. News can

either be expected or unexpected. Expected news involves government an-

nouncements while unexpected news is mainly from social media platforms.

Both news have been evidenced to significantly impact volatility. [22], [23] used

scheduled and unscheduled news as exogenous variables in volatility models.

The evidence of the relationship between news and asset price fluctuations has

encouraged researchers investigate how news impacts trading strategies made

by investors. [24] studied how the stock and bond markets are affected by

macro-economic news. [25] showed that news significantly impacted return

asset price volatility and its incorporation to the GARCH model improved

forecasting. [26] determined the relationship between company specific news

and stock price movements. Recently, [27], [28] modified the GARCH model

by adding news impact scores as exogenous variables in the model equation

and split the news impact scores as positive and negative. [29] indicated that

financial market decisions are impacted by news sentiments, thus it would be

relevant to incorporate news as an exogenous variable in volatility models to
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improve the models forecasting capabilities. To apply sentiment data from

news to volatility models efficiently and effectively, researchers need to extract

relevant news items and correctly classify them. The news sentiments should

then be aggregated into daily numbers in order to link the sentiments to daily

asset prices, this helps reduce noise in the experimental data.

The use of news sentiments in volatility models has been studied in the de-

veloped markets, frontier markets like Kenya have not studied the use of news

sentiments in volatility models, yet there are scenarios where news impacted

the Kenyan financial market significantly. Examples of scenarios where news

significantly affected the Kenyan stock market include the news on the failure

by Members of Parliament in Kenya to review the law on interest rate cap in

September 2018, this led to a five day decline in the stock prices of majority

of the listed banks in Kenya. Additionally, the Safaricom share price declined

to 10-month low when taxes were increased on mobile money transfers, inter-

net and telephone services. Thus it would be relevant to study the effect of

news sentiments in frontier markets like Kenya. The study develops the news

sentiments augmented GARCH and compares its modelling and forecasting

capabilities with standard GARCH and E-GARCH.

2 Data

The data for Safaricom, the largest listed company on the NSE was used.

The data used in the analysis includes the times series data for Safaricom

stocks’ closing prices and news sentiments for a five-year period (i.e. 1st Jan-

uary 2014 to 31st December 2018). Safaricom was the preferred company for

this study because it has a large market capitalization compared to other stocks

at NSE. Additionally, the stock guarantees enough news data points because

of its huge impact in almost all sectors of the Kenyan economy. The daily

returns defined by rt were computed as continuously compounded returns;

rt = ln

(
Pt

Pt−1

)
Pt is the closing stock price at time t and Pt−1 is the closing stock price at

time t− 1. News articles from 2014 to 2018 on Safaricom were extracted from
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Business Daily, a news publisher that consistently publishes business news in

Kenya.

3 Methodology

3.1 News article classification using SVM

Let the training data points be defined by xi ∈ Rd for i = 1, .., N . The

training set has two classes, yi = 1 characterizing class 1 (positive) and yi = −1

characterizing class 2 (negative). The two classes are separated by a hyperplane

that is defined by;

f(x) = xi · w + b,

where b is a bias term and w is an N-dimensional vector. The purpose for SVM

is to orient the separating hyperplane such that it is as far as possible from

the closest points of both classes. For data that is not fully linearly separable,

the training set is defined by;

xi · w + b ≥ 1− εi for yi = 1 (3.1)

xi · w + b ≤ −1 + εi for yi = −1 (3.2)

εi ≥ 0 for i = 1, .., N

εi is a positive slack variable that allows the consideration of misclassified data

points. Combining equations (3.1) and (3.2) the result (3.3) is obtained;

yi(xi · w + b)− 1 + εi ≥ 0 (3.3)

The points that are close to the separating hyperplane are defined by;

xi · w + b = 1− εi for H1

xi · w + b = −1 + εi for H2

H1 and H2 are the hyperplanes where the closest positive and negative data

points lie respectively. These two separating hyperplanes are the confidence

intervals of the main separating hyperplane. Let d1 be the distance from

the main separating hyperplane to H1 and d2 be the distance from the main
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separating hyperplane to H2. d1 = d2 and this distance is called the SVM

margin.

The SVM margin needs to be maximized for the separating hyperplane

to be as far as possible from the points closest to the separating hyperplane.

The SVM margin is given by 1
‖w‖ . Misclassified data points have a retribution

that increases with the distance from the margin boundary. Thus to decrease

misclassified points, the SVM margin 1
‖w‖ , needs to be maximized. Maximizing

the SVM margin given the constraints in (3.3) is equivalent to;

min
1

2
‖ w ‖2 +C

N∑
i=1

εi

s.t. yi(xi · w + b)− 1 + εi ≥ 0 (3.4)

C controls the compromise between the SVM margin and ξi’s, the slack vari-

able, retribution.

To cater for the constraint in (3.4), allocate Lagrange multipliers β and ζ,

where βi, ζi ≥ 0;

L =
1

2
‖ w ‖2 +C

N∑
i=1

εi −
N∑

i=1

βi[yi(xi · w + b)− 1 + εi]−
N∑

i=1

ζiεi (3.5)

Therefore, w, b and ξ that minimizes (3.5) need to be evaluated, and La-

grange multipliers β and ζ that maximize (3.5). This is done by differentiating

equation (3.5) w.r.t w, b, ξi, and equating the results to 0;

∂L

∂w
= w −

N∑
i=1

βiyixi = 0

=⇒ w =
N∑

i=1

βiyixi (3.6)

∂L

∂b
=

N∑
i=1

βiyi = 0 (3.7)

∂L

∂ξi

= C − βi − ζi = 0

=⇒ C = βi + ζi (3.8)

Replacing results from (3.6), (3.7) and (3.8) to (3.5), equation (3.9) is
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obtained. Equation (3.9) depends on β and thus needs to be maximized;

L = −1

2

∑
i,j

βiβjyiyjxi · xj −
N∑

i=1

ξi(βi + ζi) +
N∑

i=1

βi(−1 + ξi) +
N∑

i=1

ζiξi (3.9)

= −1

2

∑
i,j

βiβjyiyjxi · xj +
N∑

i=1

βi (3.10)

Equation (3.9) is the dual form of the primary (3.5). Next;

maximize − 1

2

∑
i,j

βiβjyiyjxi · xj +
N∑

i=1

βi (3.11)

s.t
N∑

i=1

βiyi = 0 and 0 ≤ βi ≤ C

Equation (3.11) is a convex quadratic optimization problem that gives β

and from (3.6), w is obtained. Replacing w to (3.3), equation (3.12) is obtained;

yk

(∑
s∈K

βsysxs · xk + b

)
= 1− ξs (3.12)

where K is the set of support vectors indices and is evaluating by finding

the indices i for 0 ≤ βi ≤ C. Multiplying both sides of (3.12) by yk and

keeping in mind y2
k = 1;

∑
s∈K

βsysxs · xk + b = yk(1− ξs)

=⇒ b = yk(1− ξs)−
∑
s∈K

βsysxs · xk

Hence, b and w that characterize the optimal separating hyperplane have

been formulated and thus, the Support Vector Machine. The unclassified data

set is classified into; positive if f(x) > 0,

negative if f(x) < 0.

If f(x) = 0, x is on the separating hyperplane and is thus not classifiable.
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3.2 News sentiments augmented GARCH

Consider a volatility model given by;

at = σtεt

and let (Ft−1) be the filtration representing the information set at time t− 1.

V ar(at | Ft−1) = σ2
t

Assume εt is iid (0,1) and it is adapted to information set available at time

t− 1, and σt is given by;

σ2
t = α0 +

p∑
i=1

αia
2
t−i +

q∑
j=1

βjσ
2
t−j + f(st, ω)

for parameters α0 > 0 αi, βj ≥ 0 and
[

i= 1]max(p, q)
∑

(αi + βi) < 1. st is

an exogenous time series, for which in this case it is the news sentiments,

f(st, ω) is strictly positive. Thus the news sentiments augmented GARCH

(p,q) model is defined as;

σ2
t = α0+

p∑
i=1

αia
2
t−i+

q∑
j=1

βjσ
2
t−j+γ1ln

(
1 +

Pt−1

Tt−1

)
+γ2ln

(
1 +

Nt−1

Tt−1

)
(3.13)

where Pt−1, Nt−1 and Tt−1 are the number of positive, negative and total news

articles at time t− 1. The positive and negative news articles define the news

sentiments. Time t− 1 is used in the news sentiments to make predictions

possible.

Equation (3.13) can be presented as an ARMA (p,q) model by defining ηt =

a2
t−σ2

t as a martingale difference sequence with E(ηt) = 0 and cov(ηt, ηt−j) = 0
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for j ≥ 1. Moreover, σ2
t = a2

t − ηt, replacing this in (3.13);

a2
t − ηt = α0 +

p∑
i=1

αia
2
t−i +

q∑
j=1

βj

(
a2

t−j − ηt−j

)
+ γ1ln

(
1 +

Pt−1

Tt−1

)
+ γ2ln

(
1 +

Nt−1

Tt−1

)
= α0 +

p∑
i=1

αia
2
t−i +

q∑
j=1

βja
2
t−j −

q∑
j=1

βjηt−j

+ γ1ln

(
1 +

Pt−1

Tt−1

)
+ γ2ln

(
1 +

Nt−1

Tt−1

)
= α0 +

max(p,q)∑
i=1

(αi + βi) a2
t−i −

q∑
j=1

βjηt−j +

γ1ln

(
1 +

Pt−1

Tt−1

)
+ γ2ln

(
1 +

Nt−1

Tt−1

)
Therefore

a2
t = α0+

max(p,q)∑
i=1

(αi + βi) a2
t−i+ηt−

q∑
j=1

βjηt−j+γ1ln

(
1 +

Pt−1

Tt−1

)
+γ2ln

(
1 +

Nt−1

Tt−1

)
.

3.2.1 Forecasting of News sentiments augmented GARCH

Consider the news sentiments augmented GARCH (1,1) model defined as;

σ2
t = α0 + α1a

2
t−1 + β1σ

2
t−1 + γ1ln

(
1 +

Pt−1

Tt−1

)
+ γ2ln

(
1 +

Nt−1

Tt−1

)
(3.14)

Assume the forecast origin for (3.14) is k, then the 1-step ahead forecast

becomes;

σ2
k+1 = α0 + α1a

2
k + β1σ

2
k + γ1ln

(
1 +

Pk

Tk

)
+ γ2ln

(
1 +

Nk

Tk

)
(3.15)

At time index k, ak and σ2
k are known. The 1 − step ahead forecast can

also be written as;

σ2
k (1) = α0 + α1a

2
k + β1σ

2
k + γ1ln

(
1 +

Pk

Tk

)
+ γ2ln

(
1 +

Nk

Tk

)
.
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3.3 Standard GARCH model

For a log return series rt, let at = rt−µt be the innovation at time t. Then

at follows a GARCH (p,q) model if;

at = σtεt

σ2
t = α0 +

p∑
i=1

αia
2
t−i +

q∑
j=1

βjσ
2
t−j, (3.16)

where {εt}is a sequence of i.i.d random variables with mean 0 and variance 1,

α0 > 0, αi, βj ≥ 0, and
[

i= 1]max (p, q)
∑

(αi + βi) < 1. The latter constraint

on (αi + βi) implies that the unconditional variance of at is finite, and its con-

ditional variance σ2
t evolves over time. εt is always assumed to be standardized

Student-t, standard normal or generalized error distribution. If q = 0 (3.16)

reduces to an ARCH(p) model.αi’s are the ARCH parameters and βj’s are the

GARCH parameters.

To describe GARCH properties, let ηt = a2
t − σ2

t =⇒ σ2
t = a2

t − ηt. By

plugging σ2
t−1 = a2

t−1 − ηt−1 into equation (3.16), the GARCH model becomes;

a2
t = α0 +

max(p,q)∑
i=1

(αi + βi) a2
t−i + ηt −

q∑
j=1

βjηt−j (3.17)

ηt is a martingale difference series (i.e., E(ηt) = 0 and cov(ηt, ηt−j) = 0 j ≥ 1).

Equation 3.17 is the ARMA form for {a2
t}. Thus, a GARCH model is as an

application of the ARMA model to {a2
t}. The unconditional mean for (3.17)

is;

E
(
a2

t

)
=

α0

1−
max(p,q)∑

i=1

(αi + βi)

(3.18)

provided the denominator for 3.18 is positive.

3.3.1 Forecasting the standard GARCH Model

Consider the standard GARCH (1,1) model defined as;

σ2
t = α0 + α1a

2
t−1 + β1σ

2
t−1 (3.19)

Assume the forecast origin for (3.19) is k, then the 1-step ahead forecast

becomes;

σ2
k+1 = α0 + α1a

2
k + β1σ

2
k
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At time index k, ak and σ2
k are known. The 1 − step ahead forecast can

also be written as;

σ2
k (1) = α0 + α1a

2
k + β1σ

2
k.

3.4 EGARCH Model

E-GARCH was developed to overcome some weaknesses of GARCH in par-

ticular to capture the asymmetric effect of positive and negative returns. The

EGARCH (p,q) model can also be represented as;

ln(σ2
t ) = α0 +

p∑
i=1

αi
|at−i|+ γiat − i

σt−i

+

q∑
j=1

βjln(σ2
t−j)

Here, a positive at−i contributes αi(1 + γi)|εt−i| to the log volatility, while a

negative at−i contributes αi(1− γi)|εt−i|, where εt−i = at−i

σt−i
. The γi parameter

signifies the leverage effect of at−i. If γi > 0 then good news (positive shocks)

have a greater effect on volatility compared to bad news (negative shocks).

3.4.1 Forecasting using E-GARCH model

Consider the E-GARCH (1,1) model, assume that the model parameters

are known and ε′ts are standard GAussian, then;

ln(σ2
t ) = (1− α1)α0 + α1ln(σ2

t−1) + g(εt−1)

g(εt−1) = θεt−1 + γ(|εt−1| −
√

2

π
). (3.20)

Taking exponentials, equation (3.20) becomes;

σ2
t = σ2α1

t−1exp[(1− α1)α0]exp[g(εt−1)]

g(εt−1) = θεt−1 + γ(|εt−1| −
√

2

π
).

Let k be the forecast origin. The 1-step ahead forecast becomes;

σ2
k+1 = σ2α1

k exp[(1− α1)α0]exp[g(εk)]

where all the quantities at time k are known.
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3.5 Model parameter estimation

The conditional variance model parameters have to be estimated to enable

volatility prediction of time series data. The MLE method is used on the

residuals to estimate the conditional volatility model parameters. The vector of

model parameters is θ = (α0, α1, ..., αp, β1, ..., βq)
T for the GARCH model, θ =

(α0, α1, ..., αp, β1, ..., βq, γ1, γ2)
T for the news sentiments augmented GARCH

and θ = (α0, α1, ..., αp, β1, ..., βq, γ)T for E-GARCH. Assume θ belongs to the

set Θ =
{
((α0, α1, ..., αp, β1, ..., βq)

T )
}

: α0 ≥ 0, αi > 0, βj > 0 for the GARCH

(p,q) model, denote θ∗ = (α∗
0, α

∗
1, ..., α

∗
p, β

∗
1 , ..., β

∗
q )

T , the vector of true values

of parameters. The goal is to find θ∗ that maximizes the maximum likelihood

function given an observation sequence a0, ..., an of length n. Defining the

sequence (σ̃1, ..., σ̃n) by recursion;

σ̃2
t = α0 +

p∑
i=1

αia
2
t−i +

q∑
j=1

βiσ̃
2
t−j 1 ≤ t ≤ n

a1−p, ..., a0 and σ̃1−q, ..., σ̃0 are the initial values for a′s and σ′s respectively.

Given the initial values and assuming the residuals are normally distributed,

the Gaussian quasi-likelihood function can be written as;

L(θ) = L(θ; a1, ..., an) =
n∏

t=1

1√
2πσ̃2

t

exp

(
−a2

t

2σ̃2
t

)

The log likelihood function is;

L(θ) = lnL(θ) = −n

2
ln (2π)− 1

2

n∑
t=1

lnσ̃2
t −

1

2

n∑
t=1

(
−a2

t

2σ̃2
t

)
(3.21)

Taking the first derivative of (3.21) with respect to θ, the system of equa-

tions cannot be solved analytically. Since (3.21) does not have an analytical

solution, numerical methods are used.

3.6 Out-of-sample model performance

The forecasting performance of the employed volatility models is obtained

from a sequence of rolling regressions. One-step ahead volatility forecasts were
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used. The mean absolute error (MAE) (3.22) and root mean squared error

(RMSE) (3.23) are used to evaluate the forecasts out-of-sample performance.

MAE =
1

T

T∑
t=1

|σ̂t
2 − σ2

t | (3.22)

RMSE =

√√√√ 1

T

T∑
t=1

(σ̂t
2 − σ2

t ) (3.23)

T is the number of forecasts made, σ2
t is the volatility forecast and σ̂t

2 is the

proxy for actual volatility. But, since conditional volatility is not observable a

proxy for actual volatility needs to be defined. The common proxy for actual

volatility is taking the daily squared return series [30].

4 Results and Discussions

4.1 Text classification using SVM

300 articles were classified by the researcher as either positive or negative.

67% of the articles classified by the researcher were positive while 33% were

negative. The news articles classified by the researcher were then divided

into training and test sets to determine how well the training set can correctly

classify the text. The training set was 75% of the positive and negative articles

independently. Linear kernel on SVM was used on the training set and this

was applied to the test set. The SVM algorithm results on the training set

are;

Table 1: Linear kernel on SVM

Support Vector Machine

SVM type Class classification

SVM kernel Linear

Cost parameter 0.05

Number of support vectors 143

Positive support vectors 87

Negative support vectors 56
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Table 1 shows that out of the 300 articles 143 of them were used as support

vectors. In the 143 articles, 56 and 87 are support vectors for the negative and

positive classes respectively. The cost parameter reduces misclassification by

controlling the compromise between the SVM margin size and misclassified

data. Table 2 shows the results of correctly classified Safaricom articles using

the SVM classifier that was applied on the training set to check how well the

test set is classified.

Table 2: Prediction using SVM

Confusion Matrix Statistics

Accuracy 0.8899

95% confidence interval (0.8417, 0.9274)

Positive 0.9205

Negative 0.8289

Table 2 indicates that 89% of the articles are correctly classified, 92% of

them are correctly classified as positive and 82% of them are correctly clas-

sified as negative. Now that the SVM classifier gives an accuracy of 89%, it

was applied to the unclassified Safaricom news articles. 79% of the unclassi-

fied Safaricom articles were categorized as positive while the other 21% were

categorized as negative.

4.2 Daily closing prices and returns for Safaricom from

204 to 2018

4.2.1 Descriptive statistics

Table 3 shows the summary statistics for the closing prices and returns.The

results indicate that Safaricom closing prices do not have zero mean and the

variance is very high, but the daily returns have zero mean and zero variance.

The Kurtosis of the returns is > 3, this implies that the data has heavier tails

than that of a normally distributed data.
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Table 3: Descriptive statistics on Safaricom prices and returns

Closing prices Returns

Number of observations 1220 1219

Minimum 10.75 -0.08

Maximum 23.75 0.06

Mean 19.07 0.00

Median 17.30 0.00

Sum 23268.40 0.80

Standard error mean 0.16 0.00

Variance 31.90 0.00

Standard deviation 5.65 0.00

Skewness 0.61 -0.14

Kurtosis -0.85 3.10

4.2.2 Time series plots

Figure 1 shows the plots on closing prices and returns over time. The time

series plot for the closing prices on Safaricom clearly shows that the variance

is not constant as it evolves steadly over time, thus it is volatile.

Figure 1: Plots on daily closing prices and returns on Safaricom from 2014-2018

The time series plot on the returns for Safaricom daily is close to zero,

this implies they are stationary as indicated by the test on stationarity in (4).
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Volatility clustering is also observed, as high spikes are followed by high spikes

and low spikes are followed by low spikes.

Table 4: Augmented Dickey-Fuller Stationarity Test

Dickey-Fuller P-value

-11.83 0.01

Table 4 shows that Safaricom returns are stationary since the p− value <

α = 0.05.

Table 5: Shapiro-Wilk Normality Test

W P-value

0.94567 <0.01

Table 5 shows that the Safaricom returns do not follow a normal distribu-

tion, this is because the p− value < α = 0.05.

4.2.3 ARMA modelling

The ACF and PACF plots on returns are plotted to determine the order

of the ARMA (p,q) model.

Figure 2: The ACF and PACF plots on returns from 2014-2018
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Figure 2 shows that the ACF and PACF plots have significant lags and

from this an ARMA (2,2) can be modelled. The fitted model is;

rt = 0.00006 + 0.7832rt−1 − 0.0151rt−2 + 0.5989at−1 + 0.2122at−2

rt is the return and at is the residual returns.

The ACF and PACF plots on the residuals are plotted to determine if

the fitted ARMA (2,2) model is adequate. Figure 3 shows that there are no

Figure 3: The ACF and PACF plots on residuals from 2014-2018

significant lags in the ACF and PACF plots thus ARMA (2,2) is adequate.

4.2.4 ARCH effects test on residual returns for Safaricom

Table 6: Box-Ljung Test for ARCH effects

χ2 df P-value

1.403 1 <0.01

Table 6 indicates that ARCH effects are present in the residuals of the

return series since p− value < α = 0.05, thus volatility should be modelled.
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4.3 News Sentiments Augmented GARCH, Standard

GARCH and E-GARCH Models

4.3.1 Identification of the (p,q) models

BIC is used to determine the order of the employed consitional volatility

models.

Table 7: BIC of the employed conditional volatility models

Order (p,q) BIC-News sentiments BIC-Standard garch BIC-EGARCH

augmented GARCH

(1,1)∗ -5.6766 -5.6882 -5.6879

(1,2) -5.6715 -5.6831 -5.6852

(2,1) -5.6709 -5.6825 -5.6823

(2,2) -5.6674 -5.6773 -5.6768

Table 7 shows that models of order (1,1) are the optimal models for in-

sample fitting since they have the least BIC values. Also, the standard GARCH

(1,1) model provides the best in-sample fit for modelling volatility since it has

the least BIC value followed by E-GARCH (1,1) model. The news sentiments

augmented GARCH (1,1) performs poorest on in-sample model fitting. This

outcome is consistent to literature as studies found the standard GARCH (1,1)

to give the best in-sample model fit for volatility [17].

4.3.2 Fitting the conditional volatility models of order (1,1)

Table 8 shows the estimated parameters of the conditional volatility models

used in this study using MLE.

Table 8: Estimated parameters for the employed conditional volatility models
Augmented GARCH(1,1) Standard GARCH(1,1) E-GARCH(1,1)

Parameters Estimate P-value Parameters Estimate P-value Parameters Estimate P-value

alpha0 0.000022 <0.01 alpha0 0.000019 <0.01 alpha0 -0.854998 <0.01

alpha1 0.123837 <0.01 alpha1 0.123009 0.01 alpha1 -0.023155 0.23

beta1 0.789225 <0.01 beta1 0.793349 <0.01 beta1 0.897327 <0.01

gamma1 -0.000005 <0.01 gamma 0.250673 <0.01

gamma2 0.000000 1.00
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The News sentiments augmented GARCH (1,1) model is;

σ2
t = 0.000022 + 0.123837a2

t−1 + 0.789225σ2
t−1 − 0.000005ln

(
1 +

Pt−1

Tt−1

)
The parameters α0, α1, β and γ1 are statistically significant, this is because

their p− values < 0.05. γ1 is the coefficient for positive news sentiments and

γ2 is the coefficient for the negative news sentiments. The negative news

sentiments are not statistically significant because, the p−value for γ2 ≮ 0.05.

Economically, at time t positive news sentiments from time t− 1 on Safaricom

reduce its volatility whereas, negative news sentiments at time t−1 do not have

an effect on volatility at time t. This is the case since for the studied period

from 2014 to 2018, majority of the news articles on Safaricom from Business

Daily were positive. This could also be explained by the fact that only news

specific to Safaricom was used(company-specific-news), therefore not all news

in the Kenyan economy was covered, yet stocks are also affected by general

economic news. α1 + β1 = 0.913062 < 1 therefore the unconditional variance

for the news sentiments augmented GARCH (1,1) model is stationary.

The Standard GARCH(1,1) model is;

σ2
t = 0.000019 + 0.123009a2

t−1 + 0.793349σ2
t−1

The parameters α0, α1, and β are statistically significant, this is because

their p − values < 0.05. α1 + β1 = 0.916358 < 1 therefore the unconditional

variance for the standard GARCH (1,1) model is stationary.

The fitted model for E-GARCH(1,1) from Table 8 is;

ln(σ2
t ) = −0.854998− 0.023155(|εt−1|+ 0.250673εt−1) + 0.897327ln(σ2

t−1)

The parameters, α0, β1, and γ are statistically significant, this is because

their p− values < 0.05.

4.3.3 Test for ARCH effects

ARCH effects is tested on the squared residuals to determine if the fitted

conditional volatility models fit the data well.
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Table 9: Weighted Ljung-Box test for ARCH effects

News sentiments augmented GARCH(1,1) Standard GARCH(1,1) E-GARCH(1,1)

Statistic P-value Statistic P-value Statistic P-value

Lag[1] 0.01825 0.89 0.0341 0.85 0.2342 0.63

Lag[5] 0.81192 0.90 0.8243 0.90 0.7587 0.91

Lag[9] 3.27949 0.71 3.2921 0.71 3.2507 0.72

The p − values for all the models in Table 9 are greater than zero, this

implies that there are no ARCH effects, thus the conditional volatility models

employed fit the data well.

4.4 Out-of-sample model comparison

The one-day-ahead forecasts from 15thNovember, 2018 to 31stDecember, 2018

was constructed. Figure 4 shows the volatility forecasts but performing model

cannot be determined from the plot.

Plot on Volatility Forecasts

Figure 4: Plot on 30-day-ahead volatility forecasts

The RMSE and MAE are used to determine the best performing conditional

volatility model in forecasting volatility.
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Table 10: RMSE and MAE for the employed conditional volatility models

News sentiments Standard GARCH (1,1) E-GARCH (1,1)

augmented GARCH (1,1)∗

RMSE 0.0003026939 0.0003231025 0.0003236592

MAE 0.000229945 0.0002851235 0.0002902799

Table 10 shows the RMSE and MAE results. The News sentiments aug-

mented GARCH model has the least RMSE and MAE of approximately 0.00030

and 0.00023 respectively, thus it outperforms the other conditional volatility

models in forecasting volatility. It is also observed that the model that per-

forms best on in-sample modelling does not necessarily perform best in out-

of-sample forecasting. This outcome is consistent with literature as studies

found the augmented GARCH models gave the best out-of-sample forecast for

volatility [17].

5 Conclusion

This study included news sentiments on Safaricom from Business Daily in

the conditional variance equation. The positve and negative news sentiments

were incorporated into the standard GARCH model separately. This was done

to allow the conditional volatility model capture the asymmetric effect of news

sentiments. It was observed that positive news sentiments had a significant

negative impact on volatility, this is consistent with literature since positive

news is expected to reduce volatility. But, negative news sentiments did not

have a significant effect on volatility, this could be due to the fact that for

the studied period most of the articles were positive, 79% were positive and

the other 21% were negative. In-sample and out-of-sample model comparisons

were also performed to determine the best performing model. BIC was used

to determine the best in-sample model, standard GARCH (1,1) gave the best

in-sample fit since it had the least BIC value. Out-of-sample model compari-

son was performed to determine if the model that performs best on in-sample

modelling also performs best in out-of-sample forecasting. The News senti-

ments augmented GARCH model performed poorly on in-sample modelling

but, better in forecasting compared to the other volatility models employed in
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this study. This study used company specific news, therefore future studies

can incorporate general economic news to determine if negative news for the

studied period had an effect on Safaricom volatility.
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