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#### Abstract

Principal component analysis (PCA) is a well established technique for data analysis and processing. Recently, it has been shown that the principal axes of a set of observed data vectors might be determined trough maximum likelihood estimation of parameter in a specific form of latent variable model closely related to factor analysis. It is assumed that the latent variables have a unit isotropic Gaussian distribution. In view of this, in this study, we express some interpretation for covariance between PPCs, correlation between PPCs and variables, and covariance matrix between PPCs and PCs in common PCA case. Further, we consider more general case in which the latent variables are independent with different variances. We also investigate properties of the associated likelihood function.
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## 1 Introduction

It is well known that PCA is a dimensionality reduction technique which is used in many application areas such as data compression, image processing, data visualization, pattern recognition, and so on. Common derivation of PCA is in terms of a standardized linear projection which maximizes the variance in the projected space. For a set of d-dimensional observation vectors $\left\{t_{1}, \ldots, t_{N}\right\}$, PCA can be obtained by computing the sample variance matrix, $S=\frac{1}{N} \sum_{n=1}^{N}\left(t_{n}-\mu\right)\left(t_{n}-\mu\right)^{\prime}$ and by finding the eigenvectors $u_{i}$ and eigenvalues $\lambda_{i}(i=1,2, \ldots, d)$ such that; $S u_{i}=\lambda_{i} u_{i}$, where $\bar{t}=\frac{1}{N} \sum_{n=1}^{N} t_{n}$ is the data sample mean. The q principal axes ( $q<d$ for parsimonious representation) $U=\left(u_{1}, u_{2}, \ldots, u_{q}\right)$ is the orthogonal onto which the retained variance under projection is maximized and U is corresponds to the eigenvalues of sample covariance matrix $S$ [2]. A q dimensional reduction representation of the observed vector $t_{n}$ is thus $Z_{n}=U^{\prime}\left(t_{n}-\bar{t}\right)$ and the covariance matrix $\frac{1}{N} \sum Z_{n} Z_{n}^{\prime}$ is diagonal with uncorrelated elements ( $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{q}$ ). An important property of PCA is that, it corresponds to the linear projection for which the sum of square reconstruction error $\sum\left\|t_{n}-\hat{t_{n}}\right\|^{2}$ is minimized; $\hat{t_{n}}=U Z_{n}+\mu$ where $\mu$ is mean vector. One limiting disadvantage of common PCA is the absence of a probability density model, where this is solved in a notable paper by Tipping and Bishop (1999). They in fact introduced a probability model in to PCA in which extent to assume the observed data is linear mapping of latent variables, with unit isotropic Gaussian distribution plus Gaussian error [6]. Driving PCA from the perspective of density estimation convert the common PCA into statistical inference problem. Further, Bayesian inference method is also applied into PCA [7].

In view of this, this paper is organized as follows; the latent variable model and probabilistic principal component analysis (PPCA) with unit isotropic Gaussian distribution of latent variable are described in next section. In section 3, we express some interpretation for probabilistic principal components. PPCA with anisotropic Gaussian distribution of latent variables and dimensionality reduction are investigated in section 4 . We give an exmple in section 5 , and conclusion is summarized in section 6.

## 2 Latent variable model and PPCA with isotropic Gaussian distribution of latent variables

### 2.1 Latent Variable Model

The goal of the latent variable model is to express the set of d-dimensional data vectors $\left\{t_{n}\right\}$ in terms of a smaller number of latent variables $X=\left(X_{1}, X_{2}, \ldots, X_{q}\right)$
(where $q<d$ ), such that,

$$
t=y(X ; W)+\epsilon
$$

where $y(X ; W)$ is a function of the latent variables X with parameter W and $\epsilon$ is an X -independent noise process. The definition of the latent variable model is completed with determining the distribution of $\epsilon$, the mapping $y(X ; W)$ and the prior distribution of latent variable.
One of the simplest latent variable model is Factor analysis, in which the mapping $y(X ; W)$ is linear so that:

$$
\begin{equation*}
t=W X+\mu+\epsilon \tag{1}
\end{equation*}
$$

where $W$ is $d \times q$ parameter matrix and parameter $\mu$ is non-zero mean vector. The distribution of X is defined to be a zero mean unit covariance Gaussian $N(0, I)$. While the noise model for $\epsilon$ is also a zero mean Gaussian with a diagonal covariance matrix $\Psi[3]$. It follows from (2) that the distribution of t is also normal $N(\mu, C)$ where, $C=\Psi+W W^{\prime}$. Because of $W W^{\prime}$ term in the covariance $C$, the likelihood function is invariant with respect to orthogonal post multiplication of $W$.

In Factor analysis because of the diagonal noise model $\Psi$ the factor loadings $W$ will in general differ from the principal axes. It is considered that, principal component emerge when the data is assumed to comprise a systematic component plus an independent error term for each variable with common variance $\sigma^{2}[8]$. Thus the similarity between the factor loadings and the principal axes can be observed when the diagonal element of $\Psi$ be equal.

### 2.2 PPCA with isotropic Gaussian distribution of latent variables

By considering the model (1) with an isotropic noise structure such that, $\Psi=\sigma^{2} I_{d}$ and isotropic Gaussian distribution of latent variable $X \sim N(0, I)$, it is shown that the columns of maximum likelihood estimation $W_{M L}$ are the scaled and rotated eigenvectors of sample covariance matrix $S$. In PPCA has been assumed that, the observation $t_{n}$ is a linear transformation of $X_{n}$ (where $X_{n}$ is normally distributed. Here we show this by $X N(0, I)$ ), with additive Gaussian noise $\epsilon$ which is normally distributed $(\epsilon \sim N(0, \Psi))$. It is also follows from (1) that;

$$
\begin{aligned}
& t \mid X \sim N\left(W X+\mu, \sigma^{2} I\right), \\
& t \sim N(\mu, C), \quad \text { where } C=W W^{\prime}+\sigma^{2} I_{d}, \\
& X \mid t \sim N\left(M^{-1} W^{\prime}(t-\mu), \sigma^{2} M^{-1}\right), \quad \text { where } \quad M=W W^{\prime}+\sigma^{2} I_{q} .
\end{aligned}
$$

The parameters of model can be also estimated by maximizing the log likelihood of observed data as follows;

$$
\ell=\sum \ln p\left(t_{n}\right)=-\frac{N d}{2} \ln (2 \pi)-\frac{N}{2} \ln |C|-\frac{N}{2} \operatorname{tr}\left[C^{-1} S\right]
$$

where

$$
\begin{aligned}
& S=\frac{1}{N} \sum_{n=1}^{N}\left(t_{n}-\mu\right)\left(t_{n}-\mu\right)^{\prime}, \\
& W_{M L}=U_{q}\left(\Lambda_{q}-\sigma^{2} I_{q}\right)^{\frac{1}{2}} R, \\
& \sigma_{M L}^{2}=\frac{1}{d-q} \sum_{j=1}^{d-q} \lambda_{j},
\end{aligned}
$$

where $U_{q}$ is matrix whose columns are eigenvectors of S and $\Lambda_{q}$ is diagonal matrix with corresponding q eigenvalues of S , and R is an arbitrary orthogonal rotation matrix.

Also a dimensionality reduction representation for observed data is computed as (Tipping and Bishop, 1999 ):

$$
\left\langle X_{n}\right\rangle=M^{-1} W^{\prime}\left(t_{n}-\mu\right) .
$$

We use model (1) with isotropic noise model $\epsilon$ with normal distribution $N(0, \Psi)$ and anisotropic Gaussian distribution of latent variable $X$ with normal distribution $N(0, V)$, where V is diagonal matrix with different elements. Further, we investigate the properties of the maximum likelihood estimator for this model under the latter assumptions.

## 3 Interpretation of probabilistic principal components(PPCs)

### 3.1 Covariance matrix of probabilistic principal components

According to the maximum likelihood estimator of matrix $W, W_{M L}$, and with consideration $R=I$, we can calculate the covariance matrix between PPCs as follows;

$$
\begin{aligned}
M & =W_{M L}^{\prime} W_{M L}+\sigma^{2} I_{q} \\
& =\left(\Lambda_{q}-\sigma^{2} I_{q}\right)^{\frac{1}{2}} U_{q}^{\prime} U q\left(\Lambda_{q}-\sigma^{2} I_{q}\right)^{\frac{1}{2}} \\
& =\Lambda_{q}
\end{aligned}
$$

Therefore

$$
\begin{align*}
\operatorname{Cov}(\langle X\rangle) & =\operatorname{Cov}\left(M^{-1} W^{\prime} t\right) \\
& =M^{-1} W^{\prime} S W M^{-1} \\
& =\left(\Lambda_{q}\right)^{-1}\left(\Lambda_{q}-\sigma^{2} I_{q}\right)^{\frac{1}{2}} U_{q}^{\prime} S U_{q}\left(\Lambda_{q}-\sigma^{2} I_{q}\right)^{\frac{1}{2}}\left(\Lambda_{q}\right)^{-1} . \tag{2}
\end{align*}
$$

With substituting spectral decomposition of sample covariance matrix, $S$ into (2),

$$
\begin{equation*}
\operatorname{Cov}(\langle X\rangle)=\left(\lambda_{q}\right)^{-1}\left(\Lambda_{q}-\sigma^{2} I_{q}\right) . \tag{3}
\end{equation*}
$$

Note that for simplicity, the mean vector of d-dimensional vector $t$, is assumed to be zero. So, probabilistic principal components are independent, and variance of each component is given by:

$$
\operatorname{Var}\left(\langle X\rangle_{k}\right)=\frac{\lambda_{k}-\sigma^{2}}{\lambda_{k}}
$$

### 3.2 Correlations between variables and probabilistic principal components

For interpretation of a probabilistic principal components we can use the correlation between variables and the components.

To obtain an expression for $\rho\left(t_{j},\langle X\rangle_{k}\right)$, the correlation between $j$ th variable in observed vector $t$ and $k$ th probabilistic principal component, we begin with the vector of sample covariance between the variables in $t$ and the $k$ th component $\langle X\rangle_{k}$ that compute as follows;

$$
\begin{aligned}
\langle X\rangle & =\left(\Lambda_{q}\right)^{-1} W^{\prime} t \\
& =\left(\begin{array}{ccccc}
\frac{1}{\lambda_{1}} & 0 & 0 & \cdots & 0 \\
0 & \frac{1}{\lambda_{2}} & 0 & & \vdots \\
0 & \ddots & \ddots & \ddots & 0 \\
\vdots & & 0 & \frac{1}{\lambda_{q-1}} & 0 \\
0 & \cdots & 0 & 0 & \frac{1}{\lambda_{q}}
\end{array}\right)\left(\begin{array}{ccccc}
W_{11} & W_{12} & W_{13} & \cdots & W_{1 q} \\
W_{21} & W_{22} & W_{13} & \cdots & W_{2 q} \\
W_{31} & W_{32} & W_{13} & \cdots & W_{3 q} \\
\vdots & \vdots & \vdots & \cdots & \vdots \\
W_{d 1} & W_{d 2} & W_{32} & \cdots & W_{d q}
\end{array}\right)\left(\begin{array}{c}
t_{1} \\
t_{2} \\
\vdots \\
\vdots \\
t_{d}
\end{array}\right) \\
& =\left(\begin{array}{c}
\left(\frac{1}{\lambda_{1}}, 0, \cdots, 0\right) W^{\prime} t \\
\left(0, \frac{1}{\lambda_{2}}, \cdots, 0\right) W^{\prime} t \\
\vdots \\
\left(0,0, \cdots, \frac{1}{\lambda_{q}}\right) W^{\prime} t
\end{array}\right) .
\end{aligned}
$$

Therefore

$$
\begin{equation*}
\langle X\rangle_{k}=\left(0,0, \cdots, \frac{1}{\lambda_{k}}, \cdots, 0\right) W^{\prime} t \tag{4}
\end{equation*}
$$

Now, we compute $\operatorname{Cov}\left(t_{j},\langle X\rangle_{k}\right)$;

$$
\begin{aligned}
\operatorname{Cov}\left(t_{j},\langle X\rangle_{k}\right) & =\operatorname{Cov}\left(I_{j}^{\prime} t,\langle X\rangle_{k}\right) \\
& =\operatorname{Cov}\left(I_{j}^{\prime} t,\left(0,0, \cdots, \frac{1}{\lambda_{k}}, \cdots, 0\right) W^{\prime} t\right),
\end{aligned}
$$

where $I_{j}$ is a $q \times 1$ vector in which its $j$ th element is one and others are zero. Then

$$
\begin{align*}
& \operatorname{Cov}\left(t_{j},\langle X\rangle_{k}\right)=I_{j}^{\prime} S W\left(\begin{array}{c}
0 \\
0 \\
\vdots \\
\frac{1}{\lambda_{k}} \\
\vdots \\
0
\end{array}\right) \\
& =I_{j}^{\prime} U \Lambda U^{\prime} U_{q}\left(\Lambda_{q}-\sigma^{2} I_{q}\right)^{\frac{1}{2}}\left(\begin{array}{c}
0 \\
0 \\
\vdots \\
\frac{1}{\lambda_{k}} \\
\vdots \\
0
\end{array}\right) \\
& =I_{j}^{\prime} U_{q} \Lambda_{q}\left(\Lambda_{q}-\sigma^{2} I_{q}\right)^{\frac{1}{2}}\left(\begin{array}{c}
0 \\
0 \\
\vdots \\
\frac{1}{\lambda_{k}} \\
\vdots \\
0
\end{array}\right) \\
& =I_{j}^{\prime}\left(\begin{array}{ccccc}
U_{11} & U_{12} & U_{13} & \cdots & U_{1 q} \\
U_{21} & U_{22} & U_{13} & \cdots & U_{2 q} \\
U_{31} & U_{32} & U_{13} & \cdots & U_{3 q} \\
\vdots & \vdots & \vdots & \cdots & \vdots \\
U_{d 1} & U_{d 2} & U_{32} & \cdots & U_{d q}
\end{array}\right)\left(\begin{array}{ccccc}
\left(\lambda_{1}-\sigma^{2}\right)^{\frac{1}{2}} & 0 & \cdots & 0 \\
0 & \left(\lambda_{2}-\sigma^{2}\right)^{\frac{1}{2}} & \cdots & 0 \\
\vdots & \ddots & & \vdots \\
0 & \cdots & 0 & \left(\lambda_{q}-\sigma^{2}\right)^{\frac{1}{2}}
\end{array}\right) \\
& =(0,0, \cdots, 1, \cdots, 0)\left(\begin{array}{c}
U_{1 k}\left(\lambda_{k}-\sigma^{2}\right)^{\frac{1}{2}} \\
U_{2 k}\left(\lambda_{k}-\sigma^{2}\right)^{\frac{1}{2}} \\
\vdots \\
U_{j k}\left(\lambda_{k}-\sigma^{2}\right)^{\frac{1}{2}} \\
\vdots \\
U_{d k}\left(\lambda_{k}-\sigma^{2}\right)^{\frac{1}{2}}
\end{array}\right) \\
& =U_{j k}\left(\Lambda_{k}-\sigma^{2} I_{q}\right)^{\frac{1}{2}} . \tag{5}
\end{align*}
$$

The standard variation of $t_{j}$ is $\sqrt{S_{j j}}$, the square root of $j$ th diagonal element of $S$, and the standard deviation of $\langle X\rangle_{k}$ is $\left(\frac{\lambda_{k}-\sigma^{2}}{\lambda_{k}}\right)^{\frac{1}{2}}$.

Hence the correlation between the $j$ th variable and $k$ th component, $\langle X\rangle_{k}$ is given by:

$$
\begin{align*}
\rho\left(t_{j},\langle X\rangle_{k}\right) & =\frac{\operatorname{Cov}\left(t_{j},\langle X\rangle_{k}\right)}{\left(\operatorname{Var}\left(t_{j}\right)\right)^{\frac{1}{2}}\left(\operatorname{Var}\left(\langle X\rangle_{k}\right)\right)^{\frac{1}{2}}} \\
& =\frac{U_{j k}\left(\Lambda_{q}-\sigma^{2} I_{q}\right)^{\frac{1}{2}}}{\left(S_{j j}\right)^{\frac{1}{2}}\left(\frac{\lambda_{q}-\sigma^{2}}{\lambda_{q}}\right)^{\frac{1}{2}}} \\
& =\frac{U_{j k} \sqrt{\lambda_{k}}}{\sqrt{S_{j j}}} . \tag{6}
\end{align*}
$$

As we can see, it is the same as correlation between $j$ th variable and $k$ th component in common principal component analysis and is proportional to $U_{j k}$.

Remark 3.1. Covariance matrix between probabilistic principal components and components of common PCA can be obtained as follows;

$$
\begin{align*}
\operatorname{Cov}(\langle X\rangle, Z) & =\operatorname{Cov}\left(M^{-1} W^{\prime} t, U_{q}^{\prime} t\right) \\
& =M^{-1} W^{\prime} S U_{q} \\
& =\left(\Lambda_{q}\right)^{-1}\left(\Lambda_{q}-\sigma^{2} I_{q}\right)^{\frac{1}{2}} U_{q}^{\prime} U \Lambda U^{\prime} U_{q} \\
& =\left(\Lambda_{q}\right)^{-1}\left(\Lambda_{q}-\sigma^{2} I_{q}\right)^{\frac{1}{2}} U_{q}^{\prime} U_{q} \Lambda_{q} \\
& =\left(\Lambda_{q}-\sigma^{2} I_{q}\right)^{\frac{1}{2}} . \tag{7}
\end{align*}
$$

Therefore probabilistic principal components and components of common PCA are uncorrelated.

## 4 PPCA with anisotropic Gaussian distribution of latent variables

By considering an anisotropic Gaussian distribution for latent variables $X \sim N(0, V)$, where $V$ is diagonal matrix with elements $v_{1}, v_{2}, \ldots, v_{q}$, in the
latent variable model presented in (1), the probability distribution over t-space for given $X$ is in the form;

$$
\left.p(t \mid x)=\left(2 \pi \sigma^{2}\right)^{-\frac{d}{2}} \exp \left\{-\frac{1}{2}\|t-W X-\mu\|^{2}\right\} \Rightarrow t \right\rvert\, X \sim N\left(W X+\mu, \sigma^{2} I_{d}\right)
$$

The Gaussian prior over the latent variables is defined as follows;

$$
p(X)=(2 \pi)^{-\frac{q}{2}}|V|^{-\frac{1}{2}} \exp \left\{-\frac{1}{2} X^{\prime} V^{-1} X\right\} \Rightarrow X \sim N(0, V)
$$

The marginal distribution of $t$ can then be obtained as the follows;

$$
\begin{aligned}
p(t) & =\int p(t \mid X) p(X) d X \\
& =(2 \pi)^{-\frac{d}{2}}|G|^{-\frac{1}{2}} \exp \left\{-\frac{1}{2}(t-\mu)^{\prime} G^{-1}(t-\mu)\right\},
\end{aligned}
$$

where

$$
G=\gamma \gamma^{\prime}+\sigma^{2} I_{d}, \quad \gamma=W V^{\frac{1}{2}}
$$

The posterior distribution of the latent variables given the observed vector t can be obtained by using Baye's rule;

$$
\begin{aligned}
p(X \mid t) & =(2 \pi)^{-\frac{q}{2}}\left|\sigma^{-2} H\right|^{\frac{1}{2}} \exp \left\{-\frac{1}{2}\left(X-H^{-1} W^{\prime}(t-\mu)\right)\left(\sigma^{-2} H\right)\left(X-H^{-1} W^{\prime}(t-\mu)\right)\right\}, \\
& \Rightarrow X \mid t \sim N\left(H^{-1} W^{\prime}(t-\mu), \sigma^{2} H^{-1}\right)
\end{aligned}
$$

where $H=W^{\prime} W+\sigma^{2} V^{-1}$.
Note that H is $q \times q$ while G is $d \times d$ matrix. The log-likelihood of the observed data is given by:

$$
\begin{align*}
\ell & =\sum_{n=1}^{N} \ln p\left(t_{n}\right) \\
& =-\frac{N}{2}\left\{d \ln (2 \pi)+\ln |G|+\operatorname{tr}\left(G^{-1} S\right)\right\} \tag{8}
\end{align*}
$$

where

$$
S=\frac{1}{N} \sum_{n=1}^{N}\left(t_{n}-\mu\right)\left(t_{n}-\mu\right)^{\prime} .
$$

### 4.1 Properties of maximum likelihood estimation

In this section we estimate the parameters of model (1) by maximizing the $\log$-likelihood $\ell$. First we consider the derivation of $\ell$ with respect to $\gamma[9]$ :

$$
\begin{equation*}
\frac{\partial \ell}{\partial \gamma}=N\left(G^{-1} S G^{-1} \gamma-G^{-1} \gamma\right) \tag{9}
\end{equation*}
$$

At the stationary point:

$$
S G^{-1} \gamma=\gamma
$$

assume that $\operatorname{rank}(S)>q$ and thus $G^{-1}$ to be existed. This is a necessary and sufficient condition for the density model to be nonsingular.

There are three possible classes of solution:
[i] $\gamma=0 \rightarrow W=0$, this will yeild minimum of the likelihood function.
[ii] $G=S$, in this case the covariance model is exact and factor loadings are identical from the eigen-decomposition of S [1]:

$$
\begin{equation*}
\gamma=U_{q}\left(\Lambda_{q}-\sigma^{2} I_{q}\right)^{\frac{1}{2}} \rightarrow W_{M L}=U_{q}\left(\Lambda_{q}-\sigma^{2} I_{q}\right)^{\frac{1}{2}} V^{-\frac{1}{2}} . \tag{10}
\end{equation*}
$$

[iii] In this case we assume that

$$
S G^{-1} \gamma=\gamma, \quad \gamma \neq 0, \quad S \neq G
$$

where

$$
\gamma=U L Z^{\prime}
$$

and $U=\left(u_{1}, u_{2}, \ldots, u_{q}\right)$ is a $d \times q$ matrix whose columns are orthonormal and eigenvector of $\gamma \gamma^{\prime}, L=\operatorname{diag}\left(l_{1}, l_{2}, \ldots, l_{q}\right)$ is diagonal matrix of singular values, Z is $q \times q$ orthogonal matrix whose columns are q eigenvectors of $\gamma \gamma^{\prime}$, and

$$
\begin{aligned}
G^{-1} \gamma & =\left(\sigma^{2} I_{q}+\gamma \gamma^{\prime}\right), \\
& =\gamma\left(\sigma^{2} I_{q}+\gamma^{\prime} \gamma\right)^{-1}, \\
& =U L Z^{\prime}\left(\sigma^{2} I_{q}+R L^{2} R^{\prime}\right)^{-1}, \\
& =U L Z^{\prime} Z\left(L^{2}+\sigma^{2} I_{q}\right)^{-1} Z^{\prime}, \\
& =U L\left(L^{2}+\sigma^{2} I_{q}\right)^{-1} Z^{\prime} .
\end{aligned}
$$

Then, substituting the latter in stationary point;

$$
\begin{aligned}
S G^{-1} \gamma=\gamma \Rightarrow & S U L\left(L^{2}+\sigma^{2} I_{q}\right)^{-1} Z^{\prime}=U L Z^{\prime} \\
& S U L=U\left(\sigma^{2} I_{q}+L^{2}\right) L
\end{aligned}
$$

Thus $S u_{j}=\left(\sigma^{2}+l_{j}^{2}\right) u_{j}$ for $l_{j} \neq 0$ and each columns of $U$ must be an eigenvector of $S$ with corresponding eigenvalue $\lambda_{j}=\sigma^{2}+l_{j}^{2}$, therefore

$$
l_{j}=\left(\lambda_{j}-\sigma^{2}\right)^{\frac{1}{2}}
$$

Then all potential solutions for $\gamma$ may be obtained as:

$$
\gamma=U_{q}\left(K_{q}-\sigma^{2} I_{q}\right)^{\frac{1}{2}} R
$$

where $U_{q}$ is $d \times q$ matrix whose columns are eigenvector of $\mathrm{S}, \mathrm{R}$ is an arbitrary orthogonal matrix, $K_{q}$ is a diagonal matrix as follows:

$$
k_{j}= \begin{cases}1 & l_{j} \neq 0 \\ 0 & l_{j}=0\end{cases}
$$

So for $l_{j} \neq 0 \quad(j=1,2, \ldots, q), \quad \gamma=U_{q}\left(\Lambda_{q}-\sigma^{2} I_{q}\right)^{\frac{1}{2}} R$,

$$
\begin{equation*}
\Rightarrow W_{M L}=U_{q}\left(\Lambda_{q}-\sigma^{2} I_{q}\right)^{\frac{1}{2}} R V^{-\frac{1}{2}} \tag{11}
\end{equation*}
$$

where the columns in matrix $U_{q}$ are the principal eigenvectors of $S$. Elements of diagonal matrix $\Lambda_{q}$ are eigenvalues for $S$, and $R$ is an arbitrary $q \times q$ orthogonal rotation matrix where for simplicity we would effectively ignore $R$ (i.e choose $R=I$ ).

By substituting $W_{M L}$ into log-likelihood (8), we obtain,

$$
\begin{equation*}
\ell=-\frac{N}{2}\left\{d \ln 2 \pi+\sum_{j=1}^{q} \lambda_{j}+\frac{1}{\sigma^{2}} \sum_{j=q+1}^{d} \lambda_{j}+(d-q) \ln \sigma^{2}+q\right\} \tag{12}
\end{equation*}
$$

The maximum likelihood estimator of $\sigma^{2}$ is given by:

$$
\begin{equation*}
\sigma_{M L}^{2}=\frac{1}{d-q} \sum_{j=q+1}^{d} \lambda_{j} . \tag{13}
\end{equation*}
$$

The latter expresses the variance lost in the projection that averaged over lost dimension.

By substituting $\sigma_{M L}^{2}$ and $W_{M L}$ in $\ell$, it can be seen easily that the matrix $U$ which maximizes the likelihood function must be corresponds to $q$ largest eigenvalue of sample covariance matrix $S$. Thus with using the anisotropic Gaussian distribution of latent variable $(X \sim N(0, V))$ the columns of $W$ are correspond to principal axes.

Remark 4.1. The columns of matrix $W_{M L}$ are not orthogonal, because

$$
W_{M L}^{\prime} W_{M L}=V^{-\frac{1}{2}} R^{\prime}\left(\Lambda_{q}-\sigma^{2} I_{q}\right) R V^{-\frac{1}{2}} .
$$

### 4.2 Dimensionality reduction

From a probabilistic perspective, process of dimensionality reduction consider in term of the posterior distribution of latent variable can be summarized by posterior mean of latent variable as;

$$
\begin{equation*}
\left\langle X_{n}\right\rangle=H^{-1} W^{\prime}\left(t_{n}-\mu\right) \tag{14}
\end{equation*}
$$

If $\sigma^{2} \rightarrow 0$, then

$$
H^{-1}=\left(W^{\prime} W\right)^{-1} \text { and } W H^{-1} W^{\prime}
$$

represent an orthogonal projection in to data and PCA is recovered:

$$
W\left\langle X_{n}\right\rangle=W H^{-1} W^{\prime}\left(t_{n}-\mu\right)
$$

However because of $\sigma^{2} \rightarrow 0$ the density model is singular and undefinable. Also with $\sigma^{2}>0, W\left\langle X_{n}\right\rangle$ is not an orthogonal projection of $t_{n}$, but with

$$
W=W_{M L},
$$

we can obtain optimal reconstruction of the observed data by using posterior mean of latent variable as follows:

$$
\begin{align*}
\hat{t_{n}} & =W_{M L}\left(W_{M L}^{\prime} W_{M L}\right)^{-1} H\left\langle X_{n}\right\rangle+\mu, \\
& =W_{M L}\left(W_{M L}^{\prime} W_{M L}\right) W_{M L}^{\prime}\left(t_{n}-\mu\right)+\mu \tag{15}
\end{align*}
$$

Remark 4.2. In the case that latent variables are anisotropic normal distributed the covariance matrix of PPCs can be expressed, as:

$$
\operatorname{Cov}_{V}(\langle X\rangle)=\operatorname{Cov}_{V}\left(H^{-1} W^{\prime} t\right)
$$

With respect to $W_{M L}$ in (11) and substuting $R=I$;

$$
\begin{aligned}
H & =W_{M L}^{\prime} W_{M L}+\sigma^{2} I_{q} \\
& =V^{\frac{-1}{2}}\left(\Lambda_{q}-\sigma^{2} I_{q}\right)^{\frac{1}{2}} U_{q}^{\prime} U_{q}\left(\Lambda_{q}-\sigma^{2} I_{q}\right)^{\frac{1}{2}} V^{\frac{-1}{2}}+\sigma^{2} I_{q} \\
& =V^{-1}\left(\Lambda_{q}-\sigma^{2} I_{q}\right)+\sigma^{2} I_{q}
\end{aligned}
$$

Therefore

$$
\begin{aligned}
\langle X\rangle & =H^{-1} W^{\prime} t \\
& =\left(V^{-1}\left(\Lambda_{q}-\sigma^{2} I_{q}\right)+\sigma^{2} I_{q}\right)^{-1} V^{-\frac{1}{2}}\left(\Lambda_{q}-\sigma^{2} I_{q}\right)^{\frac{1}{2}} U_{q}^{\prime} t
\end{aligned}
$$

$$
\begin{aligned}
& =\left(\begin{array}{cccc}
\frac{V_{1}}{\lambda_{1}+\sigma^{2}\left(V_{1}-1\right)} & 0 & \cdots & 0 \\
0 & \frac{V_{2}}{\lambda_{2}+\sigma^{2}\left(V_{2}-1\right)} & \cdots & 0 \\
\vdots & \ddots & & \vdots \\
\vdots & & \frac{V_{q-1}}{\lambda_{q-}+\sigma^{2}\left(V_{q-1}-1\right)} & \vdots \\
0 & \cdots & 0 & \frac{V_{q}}{\lambda_{q}+\sigma^{2}\left(V_{q}-1\right)}
\end{array}\right) W^{\prime} t \\
& =\left(\begin{array}{c}
\left(\frac{V_{1}}{\lambda_{1}+\sigma^{2}\left(V_{1}-1\right)}, 0, \cdots, 0\right) W^{\prime} t \\
\left(0, \frac{V_{2}}{\lambda_{2}+\sigma^{2}\left(V_{2}-1\right)}, \cdots, 0\right) W^{\prime} t \\
\vdots \\
\left(0,0, \cdots, \frac{V_{q}}{\lambda_{q}+\sigma^{2}\left(V_{q}-1\right)}\right) W^{\prime} t
\end{array}\right)
\end{aligned}
$$

Therefore $k$ th component can be obtained as follows:

$$
\begin{equation*}
\langle X\rangle_{k}=\left(0,0, \cdots, \frac{V_{k}}{\lambda_{k}+\sigma^{2}\left(V_{k}-1\right)}\right) W^{\prime} t \tag{16}
\end{equation*}
$$

Covariance matrix is given by:

$$
\begin{align*}
\operatorname{Cov}_{V}\left(H^{-1} W^{\prime} t\right) & =\operatorname{Cov}\left(\left(V^{-1}\left(\Lambda_{q}-\sigma^{2} I_{q}\right)+\sigma^{2} I_{q}\right)^{-1} V^{-\frac{1}{2}}\left(\Lambda_{q}-\sigma^{2} I_{q}\right)^{\frac{1}{2}} U_{q}^{\prime} t\right) \\
& =V^{-1}\left(\Lambda_{q}-\sigma^{2} I_{q}\right)\left(V^{-1}\left(\Lambda_{q}-\sigma^{2} I_{q}\right)+\sigma^{2} I_{q}\right)^{-2} \tag{17}
\end{align*}
$$

So components are independent, as case that latent variables were isotropic normal distributed. Variance of each component is then;

$$
\operatorname{Var}_{V}\left(\left\langle X_{k}\right\rangle\right)=\frac{\lambda_{k} V_{k}\left(\lambda_{k}-\sigma^{2}\right)}{\left(\lambda_{k}+\sigma^{2}\left(V_{k}-1\right)\right)^{2}}
$$

Remark 4.3. The correlation between $k$ th probabilistic principal component and $j$ th variable, in this case is given by:

$$
\rho_{V}\left(t_{j},\langle X\rangle_{k}\right)=\frac{\operatorname{Cov}_{V}\left(t_{j},\left\langle X_{k}\right\rangle_{V}\right)}{\left(\operatorname{Var}\left(t_{j}\right)\right)^{\frac{1}{2}}\left(\operatorname{Var}\left(\left\langle X_{k}\right\rangle_{V}\right)\right)^{\frac{1}{2}}} .
$$

where $\operatorname{Cov}_{V}\left(t_{j},\left\langle X_{k}\right\rangle\right)$ is calculated by:

$$
\begin{aligned}
\operatorname{Cov}_{V}\left(t_{j},\langle X\rangle_{k}\right) & =\operatorname{Cov}\left(I_{j}^{\prime} t,\left(0,0, \cdots, \frac{V_{k}}{\lambda_{k}+\sigma^{2}\left(V_{k}-1\right)}, \cdots, 0\right) W^{\prime} t\right) \\
& =I_{j}^{\prime} S W\left(\begin{array}{c}
0 \\
0 \\
\vdots \\
\frac{V_{k}}{\lambda_{k}+\sigma^{2}\left(V_{k}-1\right)} \\
\vdots \\
0
\end{array}\right)
\end{aligned}
$$

$$
S W=U \Lambda U^{\prime} U_{q}\left(\lambda_{q}-\sigma^{2} I_{q}\right)^{\frac{1}{2}} V^{-\frac{1}{2}}
$$

Then the sample covariance vector is given by:

$$
\begin{aligned}
& \operatorname{Cov}_{V}\left(t_{j},\left\langle X_{k}\right\rangle\right)=I_{j}^{\prime}\left(\begin{array}{ccccc}
U_{11} & U_{12} & U_{13} & \cdots & U_{1 q} \\
U_{21} & U_{22} & U_{13} & \cdots & U_{2 q} \\
U_{31} & U_{32} & U_{13} & \cdots & U_{3 q} \\
\vdots & \vdots & \vdots & \cdots & \vdots \\
U_{d 1} & U_{d 2} & U_{32} & \cdots & U_{d q}
\end{array}\right)\left(\begin{array}{c}
0 \\
0 \\
\vdots \\
\frac{V_{k}^{\frac{1}{2}} \lambda_{k}\left(\lambda_{k}-\sigma^{2}\right)^{\frac{1}{2}}}{\lambda_{k}+\sigma^{2}\left(V_{k}-1\right)} \\
\vdots \\
0
\end{array}\right) \\
& =(0,0, \cdots, 1, \cdots, 0)\left(\begin{array}{c}
U_{1 k} \frac{V_{k}^{\frac{1}{2}} \lambda_{k}\left(\lambda_{k}-\sigma^{2}\right)^{\frac{1}{2}}}{\lambda_{k}+\sigma^{2}\left(V_{k}-1\right)} \\
U_{2 k} \frac{V_{k}^{\frac{k}{2}} \lambda_{k}\left(\lambda_{k}-\sigma^{2}\right)^{\frac{1}{2}}}{\lambda_{k}+\sigma^{2}\left(V_{k}-1\right)} \\
\vdots \\
U_{j k} \frac{V_{k}^{\frac{1}{2}} \lambda_{k}\left(\lambda_{k}-\sigma^{2}\right)^{\frac{1}{2}}}{\lambda_{k}+\sigma^{2}\left(V_{k}-1\right)} \\
\vdots \\
\\
U_{d k} \frac{V_{k}^{\frac{1}{2}} \lambda_{k}\left(\lambda_{k}-\sigma^{2}\right)^{\frac{1}{2}}}{\lambda_{k}+\sigma^{2}\left(V_{k}-1\right)}
\end{array}\right) \\
& =U_{j k} \frac{V_{k}^{\frac{1}{2}} \lambda_{k}\left(\lambda_{k}-\sigma^{2}\right)^{\frac{1}{2}}}{\lambda_{k}+\sigma^{2}\left(V_{k}-1\right)} .
\end{aligned}
$$

Therefore,

$$
\begin{align*}
\rho_{V}\left(t_{j},\left\langle X_{k}\right\rangle\right) & =\frac{U_{j k} \frac{V_{k}^{\frac{1}{2}} \lambda_{k}\left(\lambda_{k}-\sigma^{2}\right)^{\frac{1}{2}}}{\lambda_{k}+\sigma^{2}\left(V_{k}-1\right)}}{\left(S_{j j}\right)^{\frac{1}{2}}\left(\frac{V_{k}^{\frac{1}{2}} \lambda_{k}\left(\lambda_{k}-\sigma^{2}\right)^{\frac{1}{2}}}{\lambda_{k}+\sigma^{2}\left(V_{k}-1\right)}\right)^{\frac{1}{2}}} \\
& =\frac{U_{j k} \sqrt{\lambda_{k}}}{\sqrt{S_{j j}}} . \tag{18}
\end{align*}
$$

As it is yielded, the correlation between $j$ th variable and $k$ th component in the case that latent variables are anisotropic normal distributed is same as the correlation of component with $j$ th variable, where latent variables are isotropic normal ditributed and both of them are same as corresponding correlation in common PCA.

Remark 4.4. Probabilistic principal components and principal components of common PCA are uncorrelated, because :

$$
\begin{align*}
\operatorname{Cov}_{V}(\langle X\rangle, Z) & =\operatorname{Cov}\left(H^{-1} W^{\prime} t, U_{q}^{\prime} t\right) \\
& =H^{-1} W^{\prime} W S U_{q} \\
& =H^{-1} W^{\prime} U_{q} \Lambda_{q} \\
& =\left(V^{-1}\left(\Lambda_{q}-\sigma^{2} I_{q}\right)+\sigma^{2} I_{q}\right)^{-1} V^{\frac{-1}{2}}\left(\Lambda_{q}-\sigma^{2} I_{q}\right)^{\frac{1}{2}} U_{q}^{\prime} U_{q} \Lambda_{q} \\
& =V^{-\frac{1}{2}} \Lambda_{q}\left(\Lambda_{q}-\sigma^{2} I_{q}\right)^{\frac{1}{2}}\left(V^{-1}\left(\Lambda_{q}-\sigma^{2} I_{q}\right)+\sigma^{2} I_{q}\right)^{-1} \tag{19}
\end{align*}
$$

So with respect to the diagonal matrix that resulted above, in this case, PPCs and PCs are also uncorrelated.

## 5 Simulation Study

We consider now a data set of 20 points in 10-dimensional space that generated from a Gaussian distribution that have standard deviation in first 5 dimension as $(1.0,0.8,0.6,0.4,0.2)$ and standard deviation 0.04 in the remaining 5 directions, and it is assumed, $\mu=0$ and latent variables are from the Gaussian distribution whit mean $=0$ and covariance matrix,

$$
V=\operatorname{diag}(0.1,0.2,0.3,0.4,0.5) \quad(X \sim N(0, V)) .
$$

Applying PPCA with anisotropic Gaussian distribution for latent variable, the effective dimensionality for principal component that is correspond to $q=5$ largest eigenvalues of ariance matrix $S$. We obtained 5 -dimensional principal component by (14) in section 4 , also the reconstruction of the data from these principal component can be obtained by using (15) in section 4.

Figure1 shows the image plots for original data, the compressed data (probabilistic principal components) and the reconstructed data.
It can be seen that the compressed data represents the original data appropriately and the reconstruction from the compressed data also recovered the original data well with exact recovery up to the first 5 component of the data.


Figure 1: Image plots for the original data (left), reconstructed data(middle), and compressed data (right).

## 6 Conclusion

There have been various works for PCA based on the PPCA model since its introduction by Tipping and Bishop (1999). In all of these works, an isotropic Gaussian distribution for latent variables has been used.
In this paper, we provide some interpretation for PPCs and extended Bishop and Tipping's approach by using anisotropic Gaussian distribution for latent variables. Furthermore it is resulted that, common PCs and PPCs are uncorrelated. The latent variable model with anisotropic Gaussian distribution of latent variable may be used in Bayesian PCA [4]. This will be considered in detail in our further work.
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