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Abstract 

In industry, making a correct forecasting is a very important matter. If the 

correct forecasting is not executed, there arise a lot of stocks and/or it also 

causes lack of goods. Time series analysis, neural networks and other 

methods are applied to this problem. In this paper, neural network is applied 

and Multilayer perceptron Algorithm is newly developed. The method is 

applied to the production data of Udon Noodles. When there is a big change of 

the data, the neural networks cannot learn the past data properly, therefore we 

have devised a new method to cope with this. Repeating the data into plural 
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section, smooth change is established and we could make a neural network 

learn more smoothly. Thus, we have obtained good results. The result is 

compared with the method we have developed before as well as ARIMA 

model. We have obtained the good results. 
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1  Introduction  

In industry, how to make a correct forecasting such as sales forecasting is 

a very important issue. If the correct forecasting is not executed, there arise 

a lot of stocks and/or it also causes lack of goods. Time series analysis, 

neural networks and other methods are applied to this problem. There are 

some related researches made on this. Reviewing past researches, Kimura et 

al. (1993)[1] applied neural networks to demand forecasting and adaptive 

forecasting method was proposed. Baba et al. (2000) [2] combined neural 

networks and the temporal difference learning method to construct an 

intelligent decision support system for dealing stocks. Takeyasu et al. 

(2009)[3] devised a new trend removing method and imbedded a theoretical 

solution of exponential smoothing constant. As a whole, it can be said that 

an application to sales forecasting is rather a few. In this paper, neural 

network is applied and Multilayer perceptron Algorithm is newly developed. 

The method is applied to the production data of Udon Noodles. When there is a 
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big change of the data, the neural networks cannot learn the past data 

properly, therefore we have devised a new method to cope with this. 

Repeating the data into plural section, smooth change is established and we 

could make a neural network learn more smoothly. Thus, we have obtained 

good results. The result is compared with the method we have developed 

before (Takeyasu et al. (2012)[4]) as well as ARIMA model. 

The rest of the paper is organized as follows. In section 2, the method for 

neural networks is stated. An application method to the time series is 

introduced in section 3. In section 4, a new method is proposed to handle the 

rapidly changing data. Numerical example is stated in section 5. Past 

experimental data are stated and compared in section 6, which is followed 

by the remarks of section 7. 

 

 

2  The method for Neural Networks[5] 

In this section, outline of multilayered neural networks and learning method are 

stated. In figure l, multilayered neural network model is exhibited. It shows that it 

consist of input layer, hidden layer and output layer of feed forward type. Neurons 

are put on hidden layer and output layer. Neurons receive plural input and make 

one output. 

Now, suppose that input layer have input signals 𝑥𝑖(𝑖 = 1,2, … , 𝑙), hidden layer 

has 𝑚   neurons and output layer has 𝑛  neurons. Output of hidden layer 

𝑦𝑗(𝑗 = 1,2, … ,𝑚)  is calculated as follows. Here 𝑥0 = −1  is a threshold of 

hidden layer. 
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 𝑦𝑗 = 𝑓 ��𝑣𝑖𝑗𝑥𝑖

𝑙

𝑖=0

� (1)  

 𝑓(𝑥) =
1

1 + exp(−𝑥)
   (2)  

When 𝑣𝑖𝑗 is a weighting parameter from input layer to hidden layer and (2) is a 

sigmoid function. 𝑦0 = −1 is a threshold of output layer and has the same value 

in all patterns. The value of the neuron of output layer, 𝑧𝑘(𝑘 = 1,2, … ,𝑛) which 

is a final output of network, is expressed as follows. 

 𝑧𝑘 = 𝑓 ��𝑤𝑗𝑘𝑦𝑗

𝑚

𝑗=0

�  (3)  

When 𝑤𝑗𝑘  is a weighting parameter of Hidden layer through Output layer, 

Learning is executed such that 𝑣,𝑤 is updated by minimizing the square of 

“output –supervisor signal”. Evaluation function is shown as follows. 

 𝐸 =
1
2
�(𝑑𝑘 − 𝑧𝑘)2
𝑛

𝑘=0

 (4)  

where 𝑑𝑘 is a supervisor signal. Error signal is calculated as follows. 

 𝑒𝑘 = 𝑑𝑘 − 𝑧𝑘 (5)  

Δ𝑤𝑗𝑘(Output layer) is calculated as follows. 

 𝛿𝑘 = 𝑒𝑘𝑧𝑘(1 − 𝑧 𝑘)   (6)  

 Δw𝑗𝑘 = 𝜂𝑦𝑗𝛿𝑘 (7)  

Therefore, weighting coefficient is updated as follows. 

 𝑤𝑗𝑘new =  𝑤𝑗𝑘old + Δw𝑗𝑘  (8)  

where 𝜂 is a learning rate. 
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Δ𝑣𝑖𝑗 (Hidden layer) is calculated as follows. 

 𝛾𝑗 = 𝑦𝑗(1 − 𝑦 𝑗) �𝑤𝑗𝑘new 𝛿𝑘

𝑛

𝑘=1

 (9)  

 Δ𝑣𝑖𝑗 = 𝜂𝑥𝑖𝛾𝑗 (10)  

𝑣𝑖𝑗 is updated as follows. 

 𝑣𝑖𝑗new =  𝑣𝑖𝑗old + Δ𝑣𝑖𝑗 (11)  

 

Figure 1:  Multilayered neural network 

 

 

 

3  An Application Method to the Time series 

Now we apply neural networks to the forecasting of time series. Suppose there 

are 𝑀 months’ time series data. We use them as follows: Latter half 𝑁 months’ 

data for test, the first half (𝑀−𝑁) months’ data for learning. 
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3.1 Normalization 

Data should be normalized because output is controlled by sigmoid function. 

We use time series this time, therefore data is normalized in the range [0:1]. We 

obtained max, min from 1 through (𝑀−𝑁) months, which is a learning data 

period. We cannot grasp the test data range as the time of learning. Therefore 

estimated values max� , mın�   are calculated as follows. 

 max� = max ∙  𝜇max (12)  

 mın� =
min
𝜇min

 (13)  

Where 𝜇max , 𝜇min are margin parameters. Set 𝑎𝑘 as time series data, then 𝑎𝑘 is 

normalized as follows. 

 𝑋𝑘 =
𝑎𝑘 −  min�

max� −mın�
 (14)  

 

 

3.2 Forecasting Method 

Forecasting is executed as follows. 

 𝑋�𝑘 = 𝐹(𝑋(𝑘−𝑙),𝑋(𝑘−𝑙+1), … ,𝑋(𝑘−𝑙+𝑖), … ,𝑋(𝑘−1) ) (15)  

Where 𝐹(𝑥) is a neural network and 𝑋𝑘 is a 𝑘th month’s data (input signal). 

The number of learning patterns is (𝑀−𝑁) − 𝑙. We vary 𝑙 as 𝑙 = 1,2, … , (𝑀 −

𝑁)/2. The relation of learning data and supervisor data is shown as Figure 2. In 

this figure, input data is shown by the broken line when 𝑋8 is targeted for 

learning under l=4. Learning is executed recursively so as to minimize the square 

of 𝑋�𝑘 −  𝑋𝑘, where 𝑋�𝑘 is an output. 
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 �𝑋�𝑘 − 𝑋𝑘�
2

 → 𝜀 (16)  

This time, 𝜀 is not set as a stopping condition of iteration, but predetermined 𝑠 

steps are adopted for the stopping condition. Forecasted data 𝑎�𝑘 is reversely 

converted to Eq.(17) from Eq.(14) as follows. 

 𝑎�𝑘 =  𝑋�𝑘 (max� −mın� ) + mın�  (17)  

 

 

3.3 Forecasting Accuracy 

Forecasting accuracy is measured by the following “Forecasting Accuracy 

Ratio (FAR)”. 

 FAR =  �1 −
∑ |𝑎𝑘  − 𝑎�𝑘  |𝑁
𝑘=𝑀−𝑁

∑ 𝑎𝑘𝑁
𝑘=𝑀−𝑁

� ⋅ 100 (18)  

 
Figure 2:  Choose the input data and supervisor for neural network  

(ex: 𝑙 = 4,𝑘 = 8) 
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4  A Newly Proposed Method 

We have found that the mere application of neural networks does not bear good 

results when there is a big change of the data. Therefore we have devised a new 

method to cope with this. Repeating the data into plural section, we aim to make a 

neural network learn more smoothly. The concept of the change of data sampling 

is exhibited in Figure 3. Data is repeated 𝜏 times and after the learning, the value 

is taken average by  𝜏 in order to fit for the initial condition. 

 
Figure 3:  Change the time sampling (ex: 𝜏 = 4) 

 

 

5  Numerical Example 

5.1 Used Data 

The production data of Udon Noodles for 2 cases from January 2007 to 

December 2009 are analyzed. Here 𝑀 = 36. First of all, graphical charts of these 

time series data are exhibited in Figure 4, 5 and 6. Latter half data 𝑁 = 12 are 

the data for test and the first half 24 data are the data for learning. 𝜇max and 𝜇min 

are set as follows. 

Latter half data 𝑁 = 15 are the data for test and the first half 35 data are the 

data for learning. 𝜇max and 𝜇min are set as follows. 

Jan. Feb.

Amount Amount

Jan. Feb.Year1
Year1

1 2 3 4 1 2 3 4
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 𝜇max = 1.1 (19)  

 𝜇min = 1.5 (20)  

Each maximum, minimum and estimated maximum, minimum data are exhibited 

in Table 1. 

Table 1: The maximum value and the minimum value 

 

1 to 36 months Estimated 

Maximum 

Minimum 

Raw Udon 

Noodle 

3489 3838 

1910 1441 

 Boiled Udon 

Noodle 

21080 23188 

11964 8519 

 

 

5.2 Condition of Experiment 

Condition of the neural network’s experiment is exhibited in Table 2. 

Experiment is executed for 12 patterns (𝑙 = 1, 2, … , 12) and the Forecasting 

Accuracy Ratio is calculated based on the results. 
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Table 2: The experiment of neural network 

Name Parameter Value 

The number of neurons in hidden layer 𝑚 16 

The number of output 𝑛 1 

The learning rate 𝜂 0.035 

Learning steps 𝑠 4000 

 

 

 

Figure 4:  Data of Raw Udon Noodle 
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Figure 5:  Data of Boiled Udon Noodle 

 

 

5.3 Experimental results for 𝝉 = 𝟏 and 𝝉 = 𝟒 

Now, we show the experimental results executed by the method stated in 3.2. 

The Forecasting Accuracy Ratio is exhibited in Table 3 and 4. Minimum score 

among 12 cases is written in bold for each case. In all cases, the case 𝜏 = 4 is 

better than those of  𝜏 = 1. Forecasting results for the minimum case of l are 

exhibited in Figures 7 through 9. 

 

Table 3: The result for Neural network [𝜏 = 1] 

𝑙 Raw Udon Noodle Boiled Udon Noodle 

1 88.11 91.07 

2 87.59 93.28 
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3 87.38 94.43 

4 87.33 93.65 

5 86.59 93.91 

6 85.12 93.87 

7 86.43 93.24 

8 86.36 92.43 

9 86.42 91.14 

10 85.16 92.43 

11 85.79 93.28 

12 86.70 93.52 

 

Table 4: The result for Neural network [𝜏 = 4] 

𝑙 Raw Udon Noodle Boiled Udon Noodle 

1 95.51 97.39 

2 94.78 98.09 

3 95.22 97.30 

4 94.86 96.99 

5 93.25 96.80 

6 91.64 95.51 

7 92.25 96.42 

8 90.79 94.21 

9 90.23 92.10 

10 86.89 94.48 
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11 86.17 94.18 

12 76.72 93.34 

 

Figure 6:  The result of Raw Udon Noodle ( 𝜏 = 1, 𝑙 = 1) and (𝜏 = 4, 𝑙 = 1) 

 

 

 

 

 

 

 

 

Figure 7:  The result of Boiled Udon Noodle ( 𝜏 = 1, 𝑙 = 3) and (𝜏 = 4, 𝑙 = 2) 
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6  Past Experimental Data and Its Comparison 

6.1 Outline of the Method 

Focusing that the equation of exponential smoothing method(ESM) is 

equivalent to (1,1) order ARMA model equation, a new method of estimation of 

smoothing constant in exponential smoothing method is proposed before by us 

which satisfies minimum variance of forecasting error. Generally, smoothing 

constant is selected arbitrary. But in this paper, we utilize above stated theoretical 

solution. Firstly, we make estimation of ARMA model parameter and then 

estimate smoothing constants. Thus theoretical solution is derived in a simple way 

and it may be utilized in various fields. Furthermore, combining the trend 

removing method with this method, we aim to improve forecasting accuracy. An 

approach to this method is executed in the following method. Trend removing by 

the combination of linear and 2nd order non-linear function and 3rd order 

non-linear function is executed to the production data of Udon Noodles. Genetic 

Algorithm is utilized to search optimal weights for the weighting parameters of 

linear and non-linear function. For the comparison, monthly trend is removed after 

that. Theoretical solution of smoothing constant of ESM is calculated for both of 

the monthly trend removing data and the non-monthly trend removing data. 

 

 

6.2 Theoretical Solution of Smoothing Constant in ESM 

In ESM, forecasting at time 𝑡 − 1 is stated in the following equation. 

 𝑎�𝑡+1 = 𝑎�𝑡 + 𝛼(𝑎𝑡 − 𝑎�𝑡) (21)  
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          = α𝑎𝑡 + (1 − 𝛼)𝑎�𝑡 (22)  

Here, 

 𝑎�𝑡+1 : forecasting at 𝑡 + 1  

 𝑎𝑡 : realized value at 𝑡  

 𝛼 : smoothing constant (0 < 𝛼 < 1)  

(22) is re-stated as 

 𝑎�𝑡+1 = �𝛼(1 − 𝛼)𝑙
∞

𝑙=0

𝑎𝑡−1 (23)  

By the way, we consider the following (1,1) order ARMA model. 

 𝑎𝑡 − 𝑎𝑡−1 =  ℎ𝑡 −  𝛽 ℎ𝑡−1 (24)  

Generally, (𝑝, 𝑞) order ARMA model is stated as 

 𝑎𝑡 + �𝜅𝑖  𝑎𝑡−𝑖

𝑝

𝑖=1

=  ℎ𝑡 + �𝜆𝑗ℎ𝑡−𝑗

𝑞

𝑗=1

 (25)  

Here, 

{𝑎𝑡}: Sample process of Stationary Ergodic Gaussian Process  𝑡 = 1,2, … ,𝑁, …  

{ℎ𝑡} : Gaussian White Noise with 0 mean 𝜎ℎ2  variance MA process in (25) is 

supposed to satisfy convertibility condition. 

Finally we get 

 𝜆1 =
1 −�1 − 4𝜌12

2𝜌1
  

 α =
1 + 2𝜌1 − �1 − 4𝜌12

2𝜌1
 (26)  
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where 𝜌1 is an autocorrelation function of 1st order lag. This 𝛼 is a theoretical 

solution of smoothing constant in ESM (in detail, see [3]). 

 

 

6.3 Trend Removal Method 

As ESM is a one of a linear model, forecasting accuracy for the time series 

with non-linear trend is not necessarily good. How to remove trend for the 

time series with non-linear trend is a big issue in improving forecasting 

accuracy. In this paper, we devise to remove this non-linear trend by utilizing 

non-linear function. As a trend removal method, we describe linear and 

non-linear function, and the combination of these. 

[1] Linear function 

We set: 

 𝑟 = 𝑏11𝑢 + 𝑏12 (27)  

as a linear function, where 𝑢 is a variable, for example, time and 𝑟 is a variable, 

for example, shipping amount, 𝑏11 and 𝑏12  are parameters which are estimated 

by using least square method. 

 

[2] Non-linear function 

We set: 

 𝑟 = 𝑏21𝑢2 + 𝑏22𝑢 + 𝑏23 (28)  

 𝑟 = 𝑏31𝑢3 + 𝑏32𝑢2 + 𝑏33𝑢 + 𝑏34 (29)  

as a 2nd and a 3rd order non-linear function. (𝑏21, 𝑏22, 𝑏23)  and 
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(𝑏31,  𝑏32, 𝑏33,  𝑏34) are also parameters for a 2nd and a 3rd order non-linear 

functions which are estimated by using least square method. 

 

[3] The combination of linear and non-linear function 

We set: 

 
𝑟 =  𝛼1 (𝑏11𝑢 + 𝑏12 ) +  𝛼2 (𝑏21𝑢2 + 𝑏22𝑢 + 𝑏23 )  

+  𝛼3 (𝑏31𝑢3 + 𝑏32𝑢2 + 𝑏33𝑢 + 𝑏34 ) 
(30)  

 
0 ≤ 𝛼1 ≤ 1  , 0 ≤ 𝛼2 ≤ 1  , 0 ≤ 𝛼3 ≤ 1 

𝛼1 +  𝛼2 + 𝛼3 = 1   
(31)  

as the combination of linear and 2nd order non-linear and 3rd order non-linear 

function. Trend is removed by dividing the data by (30). The optimal weighting 

parameters 𝛼1, 𝛼2, 𝛼3 are determined by utilizing Genetic Algorithm. 

 

 

6.4 Monthly Ratio 

For example, if there is the monthly data of 𝐿 years as stated bellow: 

 �𝑥𝜃𝜙� (𝜃 = 1, … 𝐿) (𝜙 = 1, … , 12)  

where, 𝑥 ∈ 𝑅 in which 𝜃 means month and 𝜙 means year and 𝑥𝜃𝜙 is a data of 

𝜃-th year, 𝜙-th month. Then, monthly ratio 𝑥�𝜙(𝜙 = 1, … ,12) is calculated as 

follows. 

 𝑥�𝜙 =  
1
𝐿 ∑ 𝑥𝜃𝜙𝐿

𝜃=1

1
𝐿 ∙

1
12∑ ∑ 𝑥𝜃𝜙12

𝜙=1
𝐿
𝜃=1

 (32)  

Monthly trend is removed by dividing the data by (32). Numerical examples both 
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of monthly trend removal case and non-removal case are discussed later. 

 

 

6.5 Forecasting Results 

Forecasting results are exhibited in Figure 10 through 12. Forecasting Accuracy 

Ratio is exhibited in Table 5. 

 

 

6.6 Remarks 

In all cases, that monthly ratio was used had a better forecasting accuracy. Raw 

Udon Noodle had a good result in the linear function model. Boiled Udon Noodle 

had a good result in the combination of linear and 2nd order non-linear function 

model. 

The minimum variance of forecasting error of GA coincides with those of the 

calculation of all considerable cases and it shows the theoretical solution. 

Although it is a rather simple problem for GA, we can confirm the effectiveness of 

GA approach. Further study for complex problems should be examined hereafter. 

Table 5: Forecasting Accuracy Ratio 

 

Monthly Ratio 

Used Not used 

Raw Udon Noodle 89.49 87.23 

Boiled Udon Noodle 92.04 90.41 
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Figure 8:  Forecasting Result of Raw Udon Noodle 

 

Figure 9:  Forecasting Result of Boiled Udon Noodle 
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6.7 Forecasting Result by Using ARIMA model  
The results of Forecasting Accuracy Ratio and the order of ARIMA model are 

exhibited in Table 6, 7. 

Table 6: The result in Raw Udon Noodle: Forecasting Accuracy Ratio and its order 

ARIMA 

order 

Raw Udon Noodle 

4,0,3 4,0,4 5,0,4 

Forecasting Accuracy Ratio (One Pattern*) 91.12 90.67 90.84 

Forecasting Accuracy Ratio (One Step**) 81.85 79.43 79.96 

*Plural steps forecasting were executed at a time by using the same system 

parameters. 

**One step forecasting was executed consecutively by using the former forecasting 

result. 

 

Table 7: The result in Boiled Udon Noodle: Forecasting Accuracy Ratio and its 

order 

ARIMA 

order 

Boiled Udon Noodle 

4,0,4 6,0,2 6,0,3 

Forecasting Accuracy Ratio (One Pattern) 94.61 94.71 94.67 

Forecasting Accuracy Ratio (One Step) 92.36 93.57 93.00 

 

 

7  Remarks 

Now, we compare these results with the past experimental results and those of 
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ARIMA Model in Table 8 and 9. Their comparison is shown in Fig. 10 and 11. In all 

cases, this newly proposed method had the best forecasting accuracy. 

Table 8: The comparison result of Raw Udon Noodle 

Forecasting Accuracy Ratio 

Previous Method 
Monthly Ratio Not Used 87.23  

Monthly Ratio Used 89.49  

Proposed Method 
𝜏 = 1, 𝑙 = 1 88.11  

𝜏 = 4, 𝑙 = 1 95.51  

ARIMA 

(One Pattern) 

𝑝 = 4,𝑑 = 0, 𝑞 = 3 91.12  

𝑝 = 4,𝑑 = 0, 𝑞 = 4 90.67  

𝑝 = 5,𝑑 = 0, 𝑞 = 4 90.84  

Table 9: The comparison result of Boiled Udon Noodle 

Forecasting Accuracy Ratio 

Previous Method 
Monthly Ratio Not Used 90.41  

Monthly Ratio Used 92.04  

Proposed Method 
𝜏 = 1, 𝑙 = 3 94.43  

𝜏 = 4, 𝑙 = 2 98.09  

ARIMA 

(One Pattern) 

𝑝 = 4,𝑑 = 0, 𝑞 = 4 94.61  

𝑝 = 6,𝑑 = 0, 𝑞 = 2 94.71  

𝑝 = 6,𝑑 = 0, 𝑞 = 3 94.67  
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Figure 10:  The result of Raw Udon Noodle: monthly ratio is used, 

ARIMA(4,0,3) and (𝜏 = 4, 𝑙 = 1) 

 

Figure 11:  The result of Boiled Udon Noodle: monthly ratio is used, 

ARIMA(6,0,2) and (𝜏 = 4, 𝑙 = 2) 
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8  Conclusion 

In industry, making a correct forecasting is a very important matter. If the correct 

forecasting is not executed, there arise a lot of stocks and/or it also causes lack of 

goods. Time series analysis, neural networks and other methods are applied to this 

problem. In this paper, neural network is applied and Multilayer perceptron 

Algorithm is newly developed. The method is applied to the production data of 

Udon Noodles. When there is a big change of the data, the neural networks cannot 

learn the past data properly, therefore we have devised a new method to cope with 

this. Repeating the data into plural section, smooth change is established and we 

could make a neural network learn more smoothly. Thus, we have obtained good 

results. The result was compared with the method we have developed before as 

well as ARIMA model. In the numerical example, all cases had the best 

forecasting accuracy. Thus, we have obtained the good results. Various cases 

should be examined hereafter. 
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