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Abstract

We prove a general theorem on the continuous dependence of solutions of boundary value problems for delay differential equations with a nonlinear problems boundary condition. The proof is based on the continuity of the Brouwer topological degree. Appropriate remarks on the convergence of sequences of functions improve some known results.
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1 Introduction

In this work we consider the most general boundary value problem for delay differential equations. In particular we study boundary value problems of the form
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$$x'(t) = f(t, x_t), \ T(x) = a,$$

where $f$ is a vector function, $T$ is a continuous operator and $a$ is constant vector.

We prove a general theorem about continuous dependence of solutions of the above boundary value problem.

Existence, uniqueness and continuous dependence of solutions of boundary value problems of this type have been proved in [1], [2] and [3]. Corresponding results for boundary value problems for ordinary differential equations are included in [4], [5] and [6]. More details for problems of this type can be find in the books [7], [8], [9] for ordinary differential equations and [7],[10], [11] and [12] for delay differential equations.

The proof here is quite different from the method, in the papers [1] and [2], where the Schauder’s theorem is employed. In our work the continuity of the Brouwer topological degree is applied [13], [14]. In [1] the results are proved in the space of continuous functions but in [2] this space have been replaced by the space of Lipschitzian functions.

In [1] and [2] the theorems require the hypothesis of “unrestricted uniqueness” that is a condition which fulfills the function $f$ such that the corresponding boundary value problem has exactly one solution. This condition is needed only for the limit problem. In this paper we will use the continuous dependence of the Brouwer topological degree [13], [14]. Also we will apply some properties of the convergences of sequences of functions in order to generalize known results.

## 2 Preliminaries and notations

Let $\tau$ be a positive number. The space of all continuous functions

$$\varphi : [-\tau, 0] \to \mathbb{R}^N,$$

will be denoted by $C^0 = C^0 ([{-\tau, 0}], \mathbb{R}^N)$ endowed with the supremum norm

$$||\varphi||_{C^0} = \sup\{|\varphi(t)| : t \in [-\tau, 0]\}.$$
For a function $x: [-\tau, b] \to \mathbb{R}^N, b > 0$ and $t \in [0, b]$, we define the function $x_t: [-\tau, 0] \to \mathbb{R}^N$ by $x_t(s) = x(t + s), s \in [-\tau, 0]$. Especially the condition $x_0 = \varphi$ is equivalent to $x(s) = \varphi(s), s \in [-\tau, 0]$.

Let $A = A([0, b], \mathbb{R}^N)$ be the space of absolutely continuous functions from $[0, b]$ into $\mathbb{R}^N$ endowed with the supremum norm. We denote by $C(A, \mathbb{R}^N)$ the space of continuous operators from $A$ to $\mathbb{R}^N$. We say that a function $f: [0, b] \times C^0 \to \mathbb{R}^N$ satisfies the Carathéodory conditions if the following are valid:

(i) for every fixed $\varphi$, $f$ is measurable with respect to $t$,
(ii) for every fixed $t$, $f$ is continuous with respect to $\varphi$ and
(iii) for every bounded set $D \subset C^0$ there exists an integrable function $m$ such that

$$|f(s, \varphi)| \leq m(s),$$

for $s \in [0, b], \varphi \in D$. A family $\Phi$ of the functions $f: [0, b] \times C^0 \to \mathbb{R}^N$ we say that satisfies the Carathéodory conditions uniformly if every function $f$ fulfils the conditions (i), (ii) and also

(iv) for every bounded set $D \subset C^0$ there exists an integrable function $M$ such that

$$|f(s, \varphi)| \leq M(s)$$

for every $s \in [0, b], \varphi \in D$ and $f \in \Phi$. With $C$ we will denote the space of functions

$$f: [0, b] \times C^0 \to \mathbb{R}^N$$

which satisfy the Carathéodory conditions.

Now we present some new results regarding $a-$convergence or continuous convergence that we will need.

Let $(X, d), (Y, \rho)$ be arbitrary metric spaces. In particular $X = [0, b] \times C^0 Y = \mathbb{R}^N$ in our case. Also for the remaining of this section, let $f_n, f: X \to Y, n = 1, 2, \ldots$. We recall the following definitions (See also [15], [16]).
(a) We say that \((f_n)\) converges \(a\) to \(f\) \(f_n \xrightarrow{a} f\) iff, for each \(x \in X\) and for each sequence \((x_n)\) in \(X\), with \(x_n \to x\) it holds that \(f_n(x_n) \to f(x)\).

(b) We say that the sequence \((f_n)\) is exhaustive, iff

\[
\forall x \in X \; \forall \varepsilon > 0 \; \exists \delta = \delta(x, \varepsilon) > 0 \; \exists n_0 = n_0(x, \varepsilon) :
\]

\[
d(x, t) < \delta \Rightarrow \rho(f_n(x), f_n(t)) < \varepsilon, \; \text{for} \; n \geq n_0.
\]

(c) We say that \((f_n)\) is weakly-exhaustive, iff

\[
\forall x \in X \; \forall \varepsilon > 0 \; \exists \delta = \delta(x, \varepsilon) > 0 :
\]

\[
d(x, t) < \delta \Rightarrow \exists n_t \in \mathbb{N} : \rho(f_n(x), f_n(t)) < \varepsilon, \; \text{for} \; n \geq n_t.
\]

Obviously if \((f_n)\) is exhaustive then \((f_n)\) is weakly-exhaustive. It is not hard to see that the inverse implication fails ([15]).

Now, we formulate some new results on \(a\) – convergence. The proofs of Propositions 2.1 and 2.2 can be found in [15] and the proof of Propositions 2.3 and 2.4 in [16].

**Proposition 2.1** The following are equivalent.

(a) \(f_n \xrightarrow{a} f\),

(b) \((f_n)\) converges pointwise to \(f\) and \((f_n)\) is exhaustive.

**Proposition 2.2** Suppose that \((f_n)\) converges pointwise to \(f\). Then the following are equivalent.

(a) \(f\) is continuous,

(b) \((f_n)\) is weakly exhaustive.

We note that the functions \(f_n\), \(n = 1, 2, \ldots\) need not to be continuous in the above theorem. Also as a corollary from proposition 2.1, 2.2 we get that the \(a\) – limit of any sequence of functions is necessarily continuous. With the next theorems we see how \(a\) – convergence and uniform convergence are related.

**Proposition 2.3** Suppose that \(f_n \xrightarrow{a} f\). Then \((f_n)\) converges uniformly to \(f\) on compact subsets of \(X\).
For details and concrete examples regarding the difference of $a$–convergence and uniform local convergence see [16]. In the inverse direction, the continuity of the functions $f_n$, $n = 1, 2, \ldots$ is necessary.

**Proposition 2.4** Suppose that $\{f_n\} \subseteq C(X, Y) := \{f : X \to Y | f \text{ is continuous}\}$. If for each $x \in X$ there is a neighborhood $A$ of $x$ such that $(f_n)$ converges uniformly to $f$ on $A$, then,

$$f_n \overset{a}{\to} f.$$

In case that $X$ is locally compact and $\{f_n\} \subseteq C(X, Y)$ as a corollary from propositions 2.3 and 2.4 we get that

$$f_n \overset{a}{\to} f \iff (f_n) \text{ converges uniformly on compacta to } f.$$

In view of the above propositions, some comments are in order:

(a) Suppose $\{f_n : n = 1, 2, \ldots\} \subseteq C$ and that $f_n \overset{a}{\to} f$. Then by propositions 2.1 and 2.2 it follows that $f$ is continuous, hence $f \in C$.

(b) In theorems on continuous dependence of solutions e.g. theorem 5.1 of Hale [11], we require that $f_n(t, \cdot) \overset{a}{\to} f(t, \cdot)$ for each $t \in [0, b]$. From propositions 2.1 and 2.2, it follows again that $f(t, \cdot)$ is continuous for each $t \in [0, b]$.

Also, since $f_n(t, \varphi) \to f(t, \varphi)$, $n \to \infty$ we get that $f(\cdot, \varphi)$ is measurable for each $\varphi \in C^0$. Hence condition $(i)$ and $(ii)$ are automatically satisfied by $f$.

### 3 Continuous dependence

In this section we prove a general theorem on continuous dependence of solutions of boundary value problems for differential equations with delay.

We consider the following boundary value problem

$$x'(t) = f(t, x_t),$$

(1)
where \( f \in C \) and \( T \in L \).

The continuous function \( x: [-\tau, b] \to \mathbb{R}^N \) and \( a \in \mathbb{R}^N \) is called the solution of (1) in Carathéodory sense if \( x \) satisfies (1) almost everywhere on \([0, b]\), \( x \) is constant on \([-\tau, 0]\) and \( x \) is absolutely continuous on \([0, b]\). The same function is called the solution of boundary value problem (1), (2) if this is a solution of equation (1) in Carathéodory sense and satisfies boundary condition (2).

From Theorem 3.1, Theorem 5.1 and §7 of Hale [11] (see also Theorem 3.2 of [8]) with some modifications we get the following Theorem 3.1 and Theorem 3.2.

**Theorem 3.1** If \( f \in C \), then for each \((t, \varphi) \in [0, b] \times C^0\) with \( \varphi \) constant, there is a solution of (1) passing through \((t, \varphi)\).

**Theorem 3.2** Let \( f, f_n \in C \), \( \varphi, \varphi_n \in A \) \( n = 1, 2, \ldots \) with \( \varphi_n \xrightarrow{pw} \varphi, \{f_n: n \in \mathbb{N}\} \) satisfies uniformly Carathéodory conditions and \( f_n \xrightarrow{a} f \). If \( x^n \) is any solution of the problem \( x'(t) = f_n(t, x_t), \ x_0 = \varphi_n \), and the problem \( x'(t) = f(t, x_t), \ x_0 = \varphi \) has unique solution, let \( x \), then \( x^n \) converges uniformly to \( x \).

Now we prove a general theorem on the continuous dependence of boundary value problems for delay differential equations of type (1), (2).

**Theorem 3.3** Let \( f_0, f_n \in C \) and \( T_0, T_n \in C(A, \mathbb{R}^N) \). \( n = 1, 2, \ldots \). Also we suppose that \( \{f_n: n \in \mathbb{N}\} \) satisfies uniformly Carathéodory conditions.

(i) \( f_n \xrightarrow{a} f_0 \) and \( T_n \xrightarrow{a} T_0 \).

(ii) The boundary value problem

\[
    x'(t) = f_n(t, x_t), \ x_0 = u \ (\text{constant function}),
\]

where \( u \in \mathbb{R}^N \), has at most one solution for every \( u \in \mathbb{R}^N \), \( n = 0, 1, 2 \ldots \)

(iii) The boundary value problem
\[ x'(t) = f_0(t, x_t), \quad T_0(x) = r, \]

has at most one solution for each \( r \in \mathbb{R}^N \).

Let \( v, v_n \in \mathbb{R}^N \) with \( \lim_{n \to \infty} v_n = v \). If \( x^0 \equiv x^0(t, f, v, T) \) is the solution of
\[ x'(t) = f(t, x_t), \quad T(x) = v, \]
then for each \( \varepsilon > 0 \) there exists \( n_0 = n_0(\varepsilon) \) such that for \( n \geq n_0 \) the boundary value problem
\[ x'(t) = f_n(t, x_t), \quad T_n(x) = v_n \]
has a solution \( x^n \equiv x^n(t, f_n, v_n, T_n) \) satisfying
\[ \|x^n - x^0\| < \varepsilon. \]

**Proof.** Let \( \varepsilon > 0 \). We consider the following problem
\[ (P_n(u)): \quad x'(t) = f_n(t, x_t), \quad x_0 = u, \]
where \( u \in \mathbb{R}^N, n = 0, 1, 2, \ldots \).

**Assertion:**

There exist a neighborhood \( V \) of \( x^0(0) \) in \( \mathbb{R}^N \) and \( m \in \mathbb{N} \) such that for every \( u \in V \), \( n \geq m \) the problem \((P_n(u))\) has a solution \( u^n \) satisfying
\[ \|u^n - x^0\| < \varepsilon. \]

**Proof of Assertion:**

Suppose not, then in view of Theorem 3.1, it follows that for each \( m \), there is \( u_m \in B(x^0(0), \frac{1}{m}) \) and \( n_m \geq m \) such that the solution \( u^{n_m} \) of problem \((P_{n_m}(u_m))\) satisfies \( \|u^{n_m} - x_0\| \geq \varepsilon. \) But, since \( u_m \to x^0(0), \) as \( m \to \infty, \) it follows from Theorem 3.2 that \( u^{n_m} \) converges uniformly to \( x^0 \). Hence, we arrive to a contradiction.

We observe that if \( f_n = f_0 \) for \( n = 1, 2, \ldots \) then the conclusion of the assertion holds for the solutions of \( P_0(u) \) on some neighbourhood of \( x^0(0) \).

Now let \((V, m)\) be a pair satisfying the Assertion where \( V \) satisfies also the above observation. For each \( u \in V \) we set \( \sigma_n^u \) to be the solution of problem \((P_n(u))\) such that
\[ \| \sigma_{n}^{u} - x^0 \| \leq \varepsilon \text{ for } n \geq m, \text{ or } n = 0. \] (3)

We fix a ball \( B_1 \) with centre \( x^0(0) \) in \( \mathbb{R}^N \) such that \( \overline{B_1} \subseteq V \) and define
\[ F_n : \overline{B_1} \to \mathbb{R}^N, F_n(u) = T_n(\sigma_{n}^{u})(n = 0,1,\ldots). \]

We observe that, if \( u_n \to u_0, u_n \in \overline{B_1}, n = 1,2,\ldots \) then by Theorem 3.2 it follows that \( \sigma_{n}^{u_n} \) converges uniformly to \( \sigma_{0}^{u_0} \).

Hence by hypothesis (i) we get that \( F_n \xrightarrow{a} F_0 \), and Proposition 2.3 implies the uniform convergence of \( F_n \) to \( F_0 \),
\[ F_n \xrightarrow{u} F_0. \] (4)

Also by the uniqueness of solution (hypothesis (ii)), it follows again from Theorem 3.2 that each \( F_n(n = 0,1,\ldots) \) is continuous (since the mapping \( u \to \sigma_{n}^{u} \) is continuous).

In view of (iii), \( F \) is injective and we have \( v \notin F_0(\partial B_1) \). Hence
\[ \text{dist}(F_0(\partial B_1), v) = d > 0, \]
since \( F_0(\partial B_1) \) is closed. Taking into account that \( v_n \to v \) and (4), we get the existence of \( n_0 \in \mathbb{N} \), such that
\[ \text{dist}(F_n(\partial B_1), v_n) \geq d/3, \]
for \( n \geq n_0 \). Consequently, the Brouwer topological degree \( \text{deg}(F_n, B_1, v_n) \) is well defined for \( n \geq n_0 \) and in view of the continuous dependence of topological degree there is \( n_1 \in \mathbb{N}, n_1 \geq n_0 \) such that \( \text{deg}(F_n, B_1, v_n) = \text{deg}(F_0, B_1, v) \) for \( n \geq n_1 \). Since \( F_0 \) is injective, we have (see [13], [14]) \( \text{deg}(F_0, B_1, v) = \pm 1 \). Hence for \( n \geq n_1 \) we have
\[ \text{deg}(F_n, B_1, v_n) = \pm 1 \]
for \( n \geq n_1 \) and the equation \( F_n(u) = v_n \) has at least one solution \( u_n \) in \( B_1 \). From property (3) of the solution of the problem \( (P_n(u_n)) \) it follows that the solution \( x^n := \sigma_{n}^{u_n} \) fulfils the condition \( \| x^n - x \| < \varepsilon \), that means the Theorem is proven by taking \( n_0 = n_1 \).
Now from Theorem 3.2 we have the following.

**Corollary 3.3** Under the assumptions of Theorem 3.2 we assume additional that the boundary value problem

\[ x'(t) = f_n(t, x_t), \quad T_n(x) = u_n \]

has a unique solution \( x^n \). Then we have \( \lim_{n \to \infty} x^n = x \) uniformly on \([0, b]\).

*Proof.* It follows directly from Theorem 3.3. \( \square \)

**Corollary 3.4** If the problems corresponding to equation \( x'(t) = f(t, x_t) \) have local uniqueness and if the boundary value problem

\[ x'(t) = f(t, x_t), \quad T(x) = v \] (5)

have at most one solution for every \( v \in \mathbb{R}^N \), then the set \( V \) of all \( v \in \mathbb{R}^N \) for which (5) has at most one solution is an open subset of \( \mathbb{R}^N \).

*Proof.* If \( v_0 \in V \) it is not an interior point of \( V \), then there exists a sequence \( (v_n) \), \( n = 1, 2, \ldots \) in \( \mathbb{R}^N \) such that \( \lim_{n \to \infty} v_n = v \) and

\[ x'(t) = f(t, x_t), \quad T(x) = v_n \]

has no solution. This contradicts the conclusion of Theorem 3.3 by taking \( f_n = f_0 \), \( T_n = T_0 \). \( \square \)
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