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#### Abstract

In this paper, new design of reverse converter for the five moduli set $\left\{2^{n}, 2^{2 n+1}-1,2^{n / 2}-1,2^{n / 2}+1,2^{n}+1\right\}$ when $n$ has even values is presented. The proposed reverse converter is designed in two levels architecture. In first level subset $\left\{2^{\mathrm{n}}, 2^{2 \mathrm{n}+1}-1,2^{\mathrm{n} / 2}-1,2^{\mathrm{n} / 2}+1,2^{\mathrm{n}}+1\right\}$ is calculated by employing New Chinese Reminder Theorem-I (New CRT-I) and calculation of subset $\left\{\left(2^{2 n+1}-1\right)\left(2^{2 n}-1\right), 2^{\mathrm{n}}\right\}$ in second level is based on Mixed Radix Conversion (MRC). The proposed reverse converter for the module set


[^0]$\left\{2^{n}, 2^{2 n+1}-1,2^{n / 2}-1,2^{n / 2}+1,2^{n}+1\right\}$ has achieved noticeable improvement in terms of speed compared to reverse converter previously presented for the modouli set $\left\{2^{2 n+1}, 2^{n / 2}-1,2^{n / 2}-1,2^{n}+1,2^{n}\right\}$ and other five moduli sets in literature.
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## 1 Introduction

Arithmetic operation is one of the main parts of the digital systems. With growth of application, needs for speed up the arithmetic operation is sensible. Residue number system (RNS) has been considered as an alternative for binary system by researchers in past years. In residue number system, operation like addition, subtraction and multiplication can be replaced by parallel execution of small circuits [1]. Although RNS is not suitable for general purpose processors, its realization in special application such as image processing [2-3], digital signal processing [4], FIR filter [5-6] and cryptography [7-8] resulted in more speed and less power consumption over binary systems.

Binary to residue (forward) conversion, arithmetic operation and residue to binary (reverse) conversion are the three main parts of the RNS systems. RNS system is mainly consists of module set. The RNS module must be pair wise relatively prime. The dynamic range of an RNS system is defined in terms of the product of the module, and it denotes the interval of integers exclusively represented in RNS [1]. Efficiency of forward conversion, arithmetic operation and reverse conversion is related to careful selection of module set. Among these
three parts, reverse converter has more complex architecture and its complexity will growth depend on the number of module. Therefore efficient design of reverse converter is needed in order to gain the benefit of the RNS.

Module set $\left\{2^{\mathrm{n}}, 2^{\mathrm{n}}-1,2^{\mathrm{n}}+1\right\}$ [9] is the most famous module set but the provided dynamic ranges by this module set is not suitable for modern application. Therefore four module sets like $\left\{2^{n}, 2^{n}-1,2^{n}+1,2^{2 n+1}+1\right\}$ and $\left\{2^{2 \mathrm{n}}, 2^{\mathrm{n}}-1,2^{\mathrm{n}}+1,2^{2 \mathrm{n}}+1\right\}$ [10] are reported. For more parallelism five module set $\left\{2^{\mathrm{n}}, 2^{\mathrm{n}}-1,2^{\mathrm{n}}+1,2^{\mathrm{n}+1}-1,2^{\mathrm{n}-1}+1\right\}$ with arithmetic friendly module is reported in [11]. Inefficient multiplicative inverses are one of the main disadvantages of this module set. This leads to very complex hardware architecture of the reverse converter with large delay. In order to achieve fast and simple hardware implementation of reverse converter in five module RNS system and achieve tradeoff between arithmetic operation and reverse conversion, the module sets $\left\{2^{n}, 2^{n / 2}-1,2^{n / 2}+1,2^{n}+1,2^{2 n-1}-1\right\} \quad[12] \quad$ and $\left\{2^{n}, 2^{n / 2}-1,2^{n / 2}+1,2^{n}+1,2^{2 n+1}-1\right\}[13]$ are presented. In this work different reverse converter architecture for the module set $\left\{2^{n}, 2^{n / 2}-1,2^{n / 2}+1,2^{n}+1,2^{2 n+1}-1\right\}$ compared to [13] will be presented. The proposed reverse converter has achieved noticeable improvement in terms of delay of the reverse converter compared to [13].

This paper is organized as follows. The related RNS background is presented in section 2. The proposed architecture of the reverse converter is discussed in section 3. Section 4 presents the performance comparison of the proposed architecture with other five module reverse converters and finally section 5 concludes the paper.

## 2 RNS Background

RNS is represented by set of $N$ integer number $\left\{\mathrm{P}_{1}, \mathrm{P}_{2}, \ldots, \mathrm{P}_{\mathrm{N}}\right\}$ that are pair wise relatively prime. The dynamic range (DR) is the product of the module and every integer number between 0 and (DR-1) can be uniquely represented as $X=\left(x_{1}, x_{2}, \ldots, x_{N}\right)$ where $x_{i}=X \bmod P_{i}$.

The addition, subtraction and multiplication operations on residues performed in parallel without carry propagation. Therefore large numbers can be presented by set of smaller numbers that and results in speed up the operation. Conversion of residue numbers to its equivalent in binary form could be achieved by Chinese Reminder Theorem (CRT), Mix Radix Conversion (MRC) and New CRT-I [1]. These theorems are described as follows:

By using Chinese Reminder Theorem equivalent of weighted binary number calculated from residue is as

$$
\begin{equation*}
X=\left.\left.\left|\sum_{i=1}^{N}\right| x_{i} L_{i}\right|_{P_{i}} M_{i}\right|_{M} \tag{1}
\end{equation*}
$$

Where $M=P_{1} \times P_{2} \times \ldots \times P_{N}, \quad M_{i}=M / P_{i}$ and $L_{i}=\left|M_{i}^{-1}\right|_{P_{i}}$ is the multiplicative inverse of $M_{i}$ in modulus $P_{i}$. Mix Radix Conversion calculates equivalent of weighted binary number by

$$
\begin{equation*}
X=v_{N} \prod_{i=1}^{N-1} P_{i}+\ldots+v_{3} P_{2} P_{1}+v_{2} P_{1}+v_{1} \tag{2}
\end{equation*}
$$

where

$$
\begin{aligned}
& v_{1}=x_{1} \\
& v_{2}=\left.\left.\left|\left(x_{2}-v_{1}\right)\right| P_{1}^{-1}\right|_{P_{2}}\right|_{P_{2}} \\
& \quad v_{3}=\left.\left.\left|\left(\left(x_{3}-v_{1}\right)\left|P_{1}^{-1}\right|_{P_{3}}-v_{2}\right)\right| P_{2}^{-1}\right|_{P_{3}}\right|_{P_{3}}
\end{aligned}
$$

In general

$$
v_{N}=\left.\left.\left|\left(\left(\left(x_{N}-v_{1}\right)\left|P_{1}^{-1}\right|_{P_{N}}-v_{2}\right)\left|P_{2}^{-1}\right|_{P_{N}}-\cdots-v_{N-1}\right)\right| P_{N-1}^{-1}\right|_{P_{N}}\right|_{P_{N}}
$$

$\left|P_{i}^{-1}\right|_{P_{j}}$ denotes the multiplicative inverse of $P_{i}$ in modulus $P_{j}$.
New CRT-I computes the weighted number X as

$$
X=x_{1}+P_{1}\left|\begin{array}{c}
k_{1}\left(x_{2}-x_{1}\right)+k_{2} P_{2}\left(x_{3}-x_{2}\right)+\cdots  \tag{3}\\
+k_{N-1} P_{2} P_{3} \cdots P_{N-1}\left(x_{N}-x_{N-1}\right)
\end{array}\right|_{P_{2} P_{3} \cdots P_{N}}
$$

where

$$
\begin{aligned}
& \left|k_{1} \times P_{1}\right|_{P_{2} P_{3} \ldots P_{N}}=1 \\
& \left|k_{2} \times P_{1} \times P_{2}\right|_{P_{3} \ldots P_{N}}=1 \\
& \left|k_{N-1} \times P_{1} \times P_{2} \times \cdots \times P_{N-1}\right|_{P_{N}}=1
\end{aligned}
$$

## 3 Reverse Converter Design

For efficient implementation of reverse converter for the module set

$$
\left\{2^{n}, 2^{2 n+1}-1,2^{n / 2}-1,2^{n / 2}+1,2^{n}+1\right\}
$$

two levels design are employed. In first level subset

$$
\left\{2^{2 n+1}-1,2^{n / 2}-1,2^{n / 2}+1,2^{n}+1\right\}
$$

are calculated by using New CRT-I. Second level stands for calculating the weighted number from the subset

$$
\left\{\left(2^{2 n+1}-1\right)\left(2^{2 n}-1\right), 2^{n}\right\}
$$

based on MRC.

### 3.1 First level design

As mentioned before, first level calculate the weighted number from the subset

$$
\left\{2^{2 n+1}-1,2^{n / 2}-1,2^{n / 2}+1,2^{n}+1\right\}
$$

and considering $P_{1}=2^{2 n+1}-1, P_{2}=2^{n}+1, P_{3}=2^{n / 2}+1, P_{4}=2^{n / 2}-1$ by using New CRT-I. The required multiplicative inverses based on New CRT-I prescribed in Eq. (3) are as follows.

$$
\begin{align*}
& \left|K_{1} \times\left(2^{2 n+1}-1\right)\right|_{2^{2 n}-1}=1 \rightarrow K_{1}=1  \tag{4}\\
& \left|K_{2} \times\left(2^{2 n+1}-1\right)\left(2^{n}+1\right)\right|_{2^{n}-1}=1 \rightarrow K_{2}=2^{n-1}  \tag{5}\\
& \left|K_{3} \times\left(2^{2 n+1}-1\right)\left(2^{n}+1\right)\left(2^{n / 2}+1\right)\right|_{2^{n / 2}-1}=1 \rightarrow K_{3}=2^{n / 2-2} \tag{6}
\end{align*}
$$

For the calculation of weighted number Z from its residues by using New CRT-I we have

$$
Z=x_{1}+P_{1}\left|\begin{array}{c}
K_{1} \times\left(x_{2}-x_{1}\right)+K_{2} \times P_{2} \times\left(x_{3}-x_{2}\right)  \tag{7}\\
+K_{3} \times P_{2} \times P_{3}\left(x_{4}-x_{3}\right)
\end{array}\right|_{P_{2} \times P_{3} \times P_{4}}
$$

By replacing the calculated multiplicative inverse in Eq. (7), results in

$$
Z=x_{1}+\left(2^{2 n+1}-1\right)\left|\begin{array}{c}
\left(x_{2}-x_{1}\right)+2^{n-1} \times\left(2^{n}+1\right) \times\left(x_{3}-x_{2}\right)+  \tag{8}\\
2^{n / 2-2} \times\left(2^{n}+1\right)\left(2^{n / 2}+1\right)\left(x_{4}-x_{3}\right)
\end{array}\right|_{2^{2 n}-1}
$$

Eq. (8) can be rewritten as

$$
\begin{equation*}
Z=x_{1}+\left(2^{2 n+1}-1\right)\left|z_{3}+z_{1}+z_{2}\right|_{2^{2 n}-1} \tag{9}
\end{equation*}
$$

where

$$
\begin{aligned}
& z_{1}=\left|2^{n-1} \times\left(2^{n}+1\right) \times\left(x_{3}-x_{2}\right)\right|_{2^{2 n-1}} \\
& z_{2}=\left|2^{n / 2-2} \times\left(2^{n}+1\right)\left(2^{n / 2}+1\right)\left(x_{4}-x_{3}\right)\right|_{2^{2 n}-1} \\
& z_{3}=\left|\left(x_{2}-x_{1}\right)\right|_{2^{2 n}-1}
\end{aligned}
$$

## Considering

$$
x_{1}=x_{1,2 n} \ldots x_{1,0}, \quad x_{2}=x_{2, n} \ldots x_{2,0}, \quad x_{3}=x_{3, n / 2} \ldots x_{3,0} \text { and } x_{4}=x_{4, n / 2-1} \ldots x_{4,0}
$$

for $z_{1}$ we have

$$
\begin{align*}
& Z_{1}=\left|2^{n-1} \times\left(2^{n}+1\right) \times\left(x_{3}-x_{2}\right)\right|_{2^{2 n-1}}  \tag{10}\\
& Z_{1}=|2^{n-1} \times\left(2^{n}+1\right) \times(\underbrace{0 \ldots 00}_{3 n / 2-1} x_{3, n / 2} \ldots x_{3,0-} \underbrace{0 \ldots .00}_{n-1} x_{2, n} \ldots x_{2,0})|_{2^{2 n}-1}  \tag{11}\\
& Z_{1}=|2^{n-1} \times\left(2^{n}+1\right) \times(\underbrace{0 \ldots 00}_{3 n / 2-1} x_{3, n / 2} \ldots x_{3,0}-\underbrace{0 \ldots .00}_{n-1} x_{2, n} \ldots x_{2,0})|_{2^{2 n}-1}  \tag{12}\\
& Z_{1}=\left|\begin{array}{l}
x_{3,0} \underbrace{0 \ldots 00}_{n / 2-1} x_{3, n / 2} \ldots x_{3,0} \underbrace{0 \ldots 00}_{n / 2-1} x_{3, n / 2} \ldots x_{3,1}- \\
(x_{2,0}^{0} \underbrace{0 \ldots 00}_{n-1} x_{2, n} \ldots x_{2,1}+x_{2, n} \ldots x_{2,0} \underbrace{0 \ldots 00}_{n-1})
\end{array}\right|_{2^{2 n-1}}  \tag{13}\\
& Z_{1}=\left|\begin{array}{l}
x_{3,0} \underbrace{0 \ldots 00}_{n / 2-1} x_{3, n / 2} \ldots x_{3,0} \underbrace{0 \ldots .00}_{n / 2-1} x_{3, n / 2} \ldots x_{3,1}+ \\
\bar{X}_{2,0} \underbrace{1 \ldots 11}_{n-1} \bar{x}_{2, n} \ldots \bar{X}_{2,1}+\bar{x}_{2, n} \ldots \bar{x}_{2,0} \underbrace{1 \ldots 11}_{n-1})
\end{array}\right|_{2^{2 n-1}}  \tag{14}\\
& Z_{1}=\left|Z_{11}+Z_{12}+z_{13}\right|_{2^{2 n-1}} \tag{15}
\end{align*}
$$

where

$$
\begin{aligned}
& Z_{11}=x_{3,0} \underbrace{0 \ldots 00}_{n / 2-1} x_{3, n / 2} \ldots x_{3,0} \underbrace{0 \ldots 00}_{n / 2-1} x_{3, n / 2} \ldots x_{3,1} \\
& Z_{21}=\bar{x}_{2,0} \underbrace{1 \ldots 11 \bar{x}_{2, n} \ldots \bar{x}_{2,1}}_{n-1} \\
& Z_{31}=\bar{X}_{2, n} \ldots \bar{x}_{2,0} \underbrace{1 \ldots 11}_{n-1}
\end{aligned}
$$

For $z_{2}$ we have

$$
\begin{equation*}
Z_{2}=|2^{n / 2-2}\left(2^{n}+1\right)\left(2^{n / 2}+1\right)(\underbrace{0 \ldots 00}_{3 n / 2} x_{4, n / 2-1} \ldots x_{4,0}-\underbrace{0 \ldots 00}_{3 n / 2-1} x_{3, n / 2} \ldots x_{3,0})|_{2^{2 n}-1} \tag{16}
\end{equation*}
$$

$$
\begin{align*}
& Z_{2}=\left|\begin{array}{l}
2^{n / 2-2}\left(2^{n}+1\right)(\underbrace{0 \ldots 00}_{n} x_{4, n / 2-1} \ldots x_{4,0} x_{4, n / 2-1} \ldots x_{4,0})- \\
\underbrace{0 \ldots 00}_{n-1} x_{3, n / 2} \ldots x_{3,0}^{0 \ldots . .00}+\underbrace{0 \ldots . .00}_{n / 2} x_{3 n / 2-1}^{0 \ldots x_{3,0}})
\end{array}\right|_{2^{2 n-1}}  \tag{17}\\
& Z_{2}=\left|\begin{array}{c}
2^{n / 2-2}\left(x_{4, n / 2-1} \ldots x_{4,0} x_{4, n / 2-1} \ldots x_{4,0} x_{4, n / 2-1} \ldots x_{4,0} x_{4, n / 2-1} \ldots x_{4,0}-\right. \\
x_{3, n / 2-1} \ldots x_{3,0}^{0 \ldots 00} x_{3, n / 2}^{0 \ldots x_{3,0}} \underbrace{0 \ldots 00}_{n / 2-1} x_{3, \frac{n}{2}}^{0}- \\
\underbrace{0 \ldots 00}_{n / 2-1} x_{3, n / 2} \ldots x_{3,0} \underbrace{0 \ldots 00}_{n / 2-1} x_{3, n / 2} \ldots x_{3,0})
\end{array}\right|  \tag{18}\\
& Z_{2}=\left|\begin{array}{c}
x_{4,1} x_{4,0} x_{4, n / 2-1} \ldots x_{4,0} x_{4, n / 2-1} \ldots x_{4,0} x_{4, n / 2-1} \ldots x_{4,0} x_{4, n / 2-1} \ldots x_{4,2}+ \\
\bar{x}_{3,1} \bar{x}_{3,0} \underbrace{1 \ldots \bar{x}_{3, n / 2} \ldots \bar{x}_{3,0} \underbrace{1 \ldots 1}_{n / 2-1} \bar{x}_{3, n / 2} \bar{x}_{3, n / 2-1} \ldots \bar{x}_{3,2}+}_{n / 2-1} \\
1 \bar{x}_{3, n / 2} \ldots \bar{x}_{3,0} \underbrace{1 \ldots 1 \bar{x}_{3, n / 2} \ldots \bar{x}_{3,0} \underbrace{1 \ldots 1}_{n / 2-2}}_{n / 2-1} \mid
\end{array}\right|_{2^{2 n-1}}^{1} \tag{19}
\end{align*}
$$

For simplicity Eq. (19) can be rewritten as

$$
\begin{equation*}
z_{2}=\left|z_{21}+z_{22}+z_{23}\right|_{2^{2 n-1}} \tag{20}
\end{equation*}
$$

where

$$
\begin{aligned}
& z_{21}=x_{4,1} x_{4,0} x_{4, n / 2-1} \ldots x_{4,0} x_{4, n / 2-1} \ldots x_{4,0} x_{4, n / 2-1} \ldots x_{4,0} x_{4, n / 2-1} \ldots x_{4,2} \\
& z_{22}=\bar{x}_{3,1} \bar{x}_{3,0} \underbrace{1 \ldots 1}_{n / 2-1} \bar{x}_{3, n / 2} \ldots \bar{x}_{3,0} \underbrace{1 \ldots 1}_{n / 2-1} \bar{x}_{3, n / 2} \bar{x}_{3, n / 2-1} \ldots \bar{x}_{3,2} \\
& z_{23}=1 \bar{x}_{3, n / 2} \ldots \bar{X}_{3,0} \underbrace{1 \ldots 1}_{n / 2-1} \bar{x}_{3, n / 2} \ldots \bar{X}_{3,0} \underbrace{1 \ldots 1}_{n / 2-2}
\end{aligned}
$$

For $z_{3}$, we have

$$
\begin{gather*}
z_{3}=|\underbrace{0 \ldots 00}_{n-1} x_{2, n} \ldots x_{2,0}-\underbrace{0 \ldots 00}_{2 n-1} x_{1,2 n} \ldots x_{1,0}|_{2^{2 n}-1}  \tag{21}\\
z_{3}=|\underbrace{0 \ldots 00}_{n-1} x_{2, n} \ldots x_{2,0}+\underbrace{1 \ldots 11}_{2 n-1} \bar{x}_{1,2 n}+\bar{x}_{1,2 n-1} \ldots \bar{x}_{1,0}|_{2^{2 n}-1} \tag{22}
\end{gather*}
$$

Therefore

$$
\begin{equation*}
z_{3}=\left|z_{31}+z_{32}+z_{33}\right|_{2^{2 n-1}} \tag{23}
\end{equation*}
$$

where

$$
\begin{gathered}
z_{31}=\underbrace{0 \ldots 00}_{n-1} x_{2, n} \ldots x_{2,0} \\
z_{32}=\underbrace{1 \ldots 11}_{2 n-1} \bar{x}_{1,2 n} \\
Z_{33}=\bar{x}_{1,2 n-1} \ldots \bar{x}_{1,0}
\end{gathered}
$$

After calculation of $z_{1}, z_{2}$ and $z_{3}, \mathrm{Z}$ in Eq. (9) can be considered as

$$
\begin{equation*}
Z=x_{1}+\left(2^{2 n+1}-1\right) \times Y \tag{24}
\end{equation*}
$$

where

$$
Y=\left|z_{31}+z_{32}+z_{33}+z_{21}+z_{22}+z_{23}+z_{12}+z_{11}\right|_{2^{2 n}-1}
$$

Hardware implementation of $Y$ is shown in Figure 1.

After calculation of $Y$, we have

$$
\begin{equation*}
Z=x_{1}+\left(2^{2 n+1}-1\right) \times Y \tag{25}
\end{equation*}
$$

By concatenation of $x_{1}$ with $(2 n+1)$ bit in binary form at the end of $2^{2 n+1} \mathrm{Y}$, Eq.(25) can be rewritten as

$$
\begin{equation*}
Z=Y x_{1}-Y \tag{26}
\end{equation*}
$$



Figure 1: Hardware implementation of $Z$

### 3.2 Second level of the design

After calculation of $Z$, the subset $\left\{\left(2^{2 n}-1\right)\left(2^{2 n+1}-1\right), 2^{n}\right\}$ is achieved. In order to calculate the weighted number $X$, by using MRC and considering $P_{1234}=\left(2^{2 n}-1\right)\left(2^{2 n+1}-1\right)$ achieved from the previous level and $P_{5}=2^{n}$ we have

$$
\begin{equation*}
X=v_{1}+v_{2} P_{2345} \tag{27}
\end{equation*}
$$

where

$$
\left.\begin{aligned}
& v_{1}=Z \\
& v_{2}=\left.\left|\left(x_{5}-Z\right)\right| P_{1234}{ }^{-1}\right|_{P_{5}} \mid
\end{aligned}\right|_{P_{5}} . ~ \$
$$

The required multiplicative inverse in Eq.(27) is recalculated as

$$
\begin{equation*}
\left|P_{1234}{ }^{-1}\right|_{P_{1}}=\left|K \times\left(2^{2 n}-1\right)\left(2^{2 n+1}-1\right)\right|_{2^{n}} \rightarrow K=1 \tag{28}
\end{equation*}
$$

By replacing Eq.(26) and Eq.(27) in Eq.(28), we have

$$
\begin{equation*}
X=Y X_{1}-Y+\left(2^{2 n}-1\right)\left(2^{2 n+1}-1\right) v_{2} \tag{29}
\end{equation*}
$$

where

$$
\begin{equation*}
v_{2}=\left|x_{5}-Z\right|_{2^{n}} \tag{30}
\end{equation*}
$$

By replacing Eq.(26) in Eq.(30), we get

$$
\begin{gather*}
v_{2}=\left|x_{5}-Y x_{1}+Y\right|_{2^{n}}  \tag{31}\\
v_{2}=\left|x_{5, n-1} \ldots x_{5,0}-x_{1, n-1} \cdots x_{1,0}+Y_{n-1} \ldots Y_{0}\right|_{2^{n}}  \tag{32}\\
v_{2}=\left|x_{5, n-1} \ldots x_{5,0}+k_{1}+k_{2}+1\right|_{2^{n}} \tag{33}
\end{gather*}
$$

where

$$
\begin{aligned}
& k_{1}=\bar{X}_{1, n-1} \ldots \bar{X}_{1,0} \\
& k_{2}=Y_{n-1} \ldots Y_{0}
\end{aligned}
$$

Hardware Implementation of $v_{2}$ is shown in Figure 2.
By replacing $v_{2}$ in Eq.(29), we have

$$
\begin{align*}
& X=Y x_{1}-Y+\left(2^{2 n}-1\right)\left(2^{2 n+1}-1\right) v_{2}  \tag{34}\\
& X=v_{2} Y x_{1}-Y-v_{2} \underbrace{0 \ldots 00}_{2 n}-v_{2} \underbrace{0 \ldots .00}_{2 n+1}+v_{2}  \tag{35}\\
& X=v_{2} Y x_{1}+\left(\overline{v_{2}} \bar{Y}\right)+\overline{v_{2}} \underbrace{1 \ldots 11}_{2 n+1}+v_{2}+2 \tag{36}
\end{align*}
$$



Figure 2: Hardware implementation of $v_{2}$

For reducing the number of levels of CSA in Eq.(36) in hardware implementation it can be rewritten as

$$
\begin{gathered}
X=v_{2} Y x_{1}+\left(\overline{v_{2}} \bar{Y}\right)+\overline{v_{2}} \underbrace{0 \ldots 0}_{2 n+1}+v_{2}+1+1 \underbrace{0 \ldots 0}_{2 n+1} \\
X=h_{1}+h_{2}+h_{3}+h_{4}
\end{gathered}
$$

where

$$
\begin{aligned}
& h_{1}=v_{2} Y x_{1} \\
& h_{2}=\bar{v}_{2} \bar{Y} \\
& h_{3}=\bar{v}_{2} \underbrace{0 \ldots .0 v_{2}}_{n+1} \\
& h_{4}=\underbrace{0 \ldots . .01}_{2 n}
\end{aligned}
$$

Hardware implementation for calculation of $X$ is shown in Figure 3.

## 4 Comparison

This section presents the comparison of the proposed reverse converter for the module set $\left\{2^{2 n+1}-1,2^{n}+1,2^{n / 2}-1,2^{n / 2}+1,2^{n}\right\}$ with other five module set reverse converters reported in [11], [12] and [13]. As shown in Table 1, the proposed converter has $(10 \mathrm{n}+10) t_{\mathrm{FA}}{ }^{\prime}$ where $t_{\mathrm{FA}}$ denotes the delay of one bit full adder. The reverse converter proposed in [13] has the delay of $(12 n+6) t_{\mathrm{FA}}$. Therefore the
proposed converter for the module set $\left\{2^{2 \mathrm{n}+1}-1,2^{\mathrm{n}}+1,2^{\mathrm{n} / 2}-1,2^{\mathrm{n} / 2}+1,2^{\mathrm{n}}\right\}$ with different levels of the design compared to [13] achieved in more speed in reverse conversion.


Figure 3: Hardware implementation of $X$

Table 1: Delay and area comparison of five moduli sets reverse converters

| Converter | Hardware requirements | Unit gate area | Conversion delay | Unit gate delay |
| :---: | :---: | :---: | :---: | :---: |
| [11] | $\begin{aligned} & \left(\left(5 n^{2}+43 n+m^{*}\right) / 6\right. \\ & +16 n-1) \mathrm{A}_{\mathrm{FA}} \\ & +(6 \mathrm{n}+1) \mathrm{A}_{\mathrm{NOT}} \\ & \hline \end{aligned}$ | $\begin{gathered} \left(5 n^{2}+43 n+m^{*}\right) 7 / 6 \\ +118 n-6 \end{gathered}$ | $\left(18 \mathrm{n}+\mathrm{L}^{*}+7\right) \mathrm{t}_{\mathrm{FA}}$ | $72 \mathrm{n}+4 \mathrm{~L}^{*}+28$ |
| [12] | $\begin{aligned} & (10 \mathrm{n}+5) \mathrm{A}_{\mathrm{FA}}+(7 \mathrm{n}-5) \mathrm{A}_{\mathrm{XNOR}} \\ & +(7 \mathrm{n}-5) \mathrm{A}_{\mathrm{OR}}+(2 \mathrm{n}-3) \mathrm{A}_{\mathrm{XOR}} \\ & +(2 \mathrm{n}-3) \mathrm{A}_{\mathrm{AND}}+(8 \mathrm{n}+2) \mathrm{A}_{\mathrm{NOT}} \\ & \hline \end{aligned}$ | $114 \mathrm{n}+5$ | $(13 \mathrm{n}+1) \mathrm{t}_{\mathrm{FA}}+3 \mathrm{t}_{\mathrm{NOT}}$ | $52 \mathrm{n}+7$ |
| [13] | $\begin{aligned} & (12.5 \mathrm{n}+6) \mathrm{A}_{\mathrm{FA}} \\ & +(4.5 \mathrm{n}-1) \mathrm{A}_{\mathrm{XNOR}} \\ & +(4.5 \mathrm{n}-1) \mathrm{A}_{\mathrm{OR}} \\ & +(1.5 \mathrm{n}-1) \mathrm{A}_{\mathrm{XOR}} \\ & +(1.5 \mathrm{n}-) \mathrm{A}_{\mathrm{AND}}+(7 \mathrm{n}+1) \mathrm{A}_{\mathrm{NOT}} \end{aligned}$ | $112.5 n+37$ | $(12 \mathrm{n}+6) \mathrm{t}_{\mathrm{FA}}+3 \mathrm{t}_{\mathrm{NOT}}$ | $48 n+27$ |
| Proposed | $\begin{aligned} & (20 \mathrm{n}+\mathrm{n} / 2+2) \mathrm{A}_{\mathrm{FA}} \\ & +(\mathrm{n}-1) \mathrm{A}_{\mathrm{XNOR}} \\ & +(\mathrm{n}-1) \mathrm{A}_{\mathrm{OR}}+(2 \mathrm{n}+3) \mathrm{A}_{\mathrm{XOR}} \\ & +(2 \mathrm{n}+3) \mathrm{A}_{\mathrm{AND}}+(9 \mathrm{n} / 2) \mathrm{A}_{\mathrm{NOT}} \end{aligned}$ | $149.5 n+18$ | $(10 \mathrm{n}+9) \mathrm{t}_{\mathrm{FA}}$ | 40n+36 |

[^1]Comparison with other five module sets are shown in Table 1. It can be seen that the proposed reverse converter for the module set $\left\{2^{2 n+1}-1,2^{n}+1,2^{n / 2}-1\right.$, $\left.2^{n / 2}+1,2^{n}\right\}$ has achieved to fastest implementation compared to other five module reverse converters.

In order to achieve fair comparison, unit gate delay and area are calculated which is shown in Table 1. In unit gate delay model, FA gates are considered with area of seven gates and delay of four gates. Each two input monotonic gates considered with one area and delay and XOR/XNOR gates are considered with two gates area and delay [12]. Unit gate delay comparison confirms faster design of the reverse converter for the module set $\left\{2^{2 n+1}-1,2^{n}+1,2^{n / 2}-1,2^{n / 2}+1,2^{n}\right\}$ is achieved.

## 5 Conclusion

In this paper, reverse converter with two levels design for the five module set $\left\{2^{n}, 2^{2 n+1}-1,2^{n / 2}-1,2^{n / 2}+1,2^{n}+1\right\}$ is presented. The proposed converter uses New CRT-I and MRC for first and second level, respectively. Noticeable improvement in speed of reverse conversion has achieved compared to other five module sets reverse converters.
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[^1]:    * $\mathrm{m}=\mathrm{n}-4,9 \mathrm{n}-12$ and $5 \mathrm{n}-8$ for $\mathrm{n}=6 \mathrm{k}-2,6 \mathrm{k}$ and $6 \mathrm{k}+2$, respectively, and

    L is the number of the levels of a CSA tree with $((\mathrm{n} / 2)+1)$ inputs.

