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Abstract 

This paper is analyzed one of the closed multi-class queueing networks model by 

using the discrete review policies. The size of the batches is selected in the 

network according to discrete uniform distribution and is served according to 

Erlang distribution. Our aim is to obtain model performance measures when the 

number of jobs in the system is fixed, the generating parameter of service times is 

changed, calculate the efficiency measures of the network by using discrete-

review policies results through an example. 
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1  Introduction 

In this paper such processing systems are modeled as closed with multiple 

classes queueing networks. It is a group of service centers representing 

system’s resources, and customers who represent users or procedures in the 

computer systems obtained by [1, 2, 6]. The size of the batches are selected in 

the network according to discrete uniform distribution and are served according 

to Erlang distribution. The model comprises a number of workers; that is the 

servers obtained by [4, 8]. Each server can treat a batch of jobs immediately. 

The jobs treated in the network are categorized into a number of classes in 

which the jobs for each class are treated in batches by only one server. When 

a server finishes treating a  batch of a certain class, all the elements of the 

treated batch will show up at once, then will be set up in a queue for another 

server, where they become one batch under another class, waiting for a 

different treatment by this server obtained by [3, 5, 7]. 

In this way all the batches of different classes will be treated through 

repeated visits of all servers in the network, completing all the jobs in the 

network. At this point all the jobs will leave the system at once, and the 

system will be ready to treat other new jobs obtained by [4, 5]. Our aim is to 

obtain model performance measures when the number of jobs in the system is 

fixed, the generating parameter of service times is changed and also when the 

generating parameter of service times is fixed, the number of jobs in the 

system is changed. Finally, we calculate the efficiency measures of the network 

by using discrete-review policy results through an example. These are 

networks populated by many job classes that may differ in their service 

requirements and routes through the network and there is many to one relation 

between job classes and servers System. The controller has discretion as to the 

sequencing of jobs of the various classes at each server. 
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2  Description of Queueing Network Model 

 The Queueing network consists of a number ( )i  of servers, where 

1,2, ,i S  . These are servers capable of handling more than one job 

simultaneously, which are common in some manufacturing systems such as 

semiconductor wafer fabs (well-drive furnace for example). The work handled 

in the network can be satisfied into ( )j  class where 1,2, ,j J   and  each 

class has infinite capacity. The services of class ( )j  are processed in batches 

by a unique servers ( )j , and  each server can only process one job class at any 

point in time. Therefore, the constituency of server ( )i  will be denoted iC , 

where { : ( ) }iC j s j i  , while the S J  constituency matrix  [ ]ijC C  will 

be following incidence matrix: 

                                                   
1, if ( )

0, otherwiseij

s j i
C


 


                                    (1) 

Upon completion of service at server ( )s j , a job in a class ( )j  batch  becomes a 

job of class ( )m  with probability jmP  and exits the network with probability 

1 jmm
P  independent of all previous history. Since the network is closed, so the 

following conditions must be available for all tasks of class ( )j . 

                                                         1jmm
P                                                      (2) 

The transition matrix is symbolized as [ ]jmP P . 

                                                           lim n

n
P


                                                  (3) 

where   refers to the unique invariant probability measure associated with the 

routing matrix [ ]jmP p , 

                                                          P   .                                                         (4) 

Finally,  denote  by ( )jQ t  the total number  of class j  tasks  in  the system  

at time t , and  by ( )Q t  the corresponding  J -vector of queue lengths such 
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that (0)N Q  these N  tasks  will circulate  indefinitely  among servers inside 

the network without  any departures or arrivals. A generic value of ( )Q t  will be 

denoted by q  and  the size of this vector is defined as | | jj
q q .  The  service 

times  of sever ( )i  for class ( )j  batches  are symbolized as 

{ , ( ), 1}j j jST i I I  ,  where 
jI  is batch  number, while service rate j  for class 

( )j  tasks  is: 

                                                          
, ,

1 1

( )j
j i j iE ST S

                                        (5) 

Thus, the matrix will be as follows: 

                                                         1,1 ,{ , , }j iM diag S S                                   (6) 

 

 

3  Basic Assumptions of Queueing Network 

In this paper, we make the following assumptions on distributional 

characteristics of service time processes: 

1.   The service times ,j iST ,  1, 2, ,j J   are independent random  variables. 

2. All tasks are served in accordance with Erlang distribution with heterogeneous 

means for each server. 

3.  ,( )j iE ST   ,  for  1, 2, ,j J  . 

4.   The size of batches iNB , 1, 2, ,i S  , which are subtracted from each class 

for servicing are independent random  variables  for each server. 

5.   The size of batches is selected according to discrete uniform distribution with 

heterogeneous parameter for each server. 

6.   The maximum batch size for each server ( )i  will be denoted by ( )S jC , so the 

matrix   will be as follows:  

                                                      (1) (2) ( ){ , , , }S S S jdiag C C C                           (7) 
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7.   The service system inside the network starts with first class service which are 

performed randomly (SIRO) a service in random order, until all tasks of the 

first class are done, then the service order of a single class will be as follows 

First come First served (FCFS) while the service order of different classes 

will be as follows Last buffer First served (LBFS). 

 

 

4  Analyzing of Queueing Network Model  

  In order be to understand the mechanism of queueing network model 

and get efficiency measurements we have to Analyze such a model by using 

discrete review policies. Among the most important characteristics of the 

discrete review policies are:  

 System status is reviewed at discrete time points, 0 1 20 t t t    and 

each such point the controller formulates a processing plan for the next 

review period, based on the queue length vector observed. 

 Formulation of the plan  requires solution  of a linear program (LP) whose 

objective function involves a dynamic reward function (.)r . This function 

assigns a reward rate to the devoted in processing the different classes of jobs as 

a function of the observed queue length vector. Implementation of the plan 

involves enforcement of certain sa fe t y  stock ( )  requirements in  order to 

avoid unplanned server idleness.  

 During each review period the system is only allowed to process jobs that 

were present in the beginning of that period which makes the implementation of 

the associated processing plans very simple.  

 The duration of review periods and the magnitudes of safety stocks are 

dynamically adjusted review periods get longer and safety stocks increase as 

queues lengthen, but both grow less than linearly as functions of queue 

length. 
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 A discrete review policy ( , , )DR r L   is derived from a real valued, strictly 

positive,  concave function (.)L  on R , and a real valued, strictly positive. 

 Applying the discrete review policy by finding the maximum of objective 

in order to determine the utilization of each server in the system though 

solving this linear program. 

TMax r y  

subject to  

                q Ry   ,   0y  ,   cy Le ,  LR   ,  1(1 )TR P M                 (8) 

where, 

Tr  : represents reward vector with dimension J , which is chosen regarding such  

        jr j . 

y  : represents a vector with dimension J . 

jy  : is the required time for processing the tasks of class j . 

L  : represents scheduled time for planning and 

e  : represents unit vector with dimension i  . 

 

 

5  Model performance Measures 

We can get the most important measures of performance as follow (outputs): 

 

5.1 Utilization 

We can obtain the utilization of server ( )i  for class ( )j  by using the 

following: 

                                            ,
i

j i

y
U

L
                                                             (9) 
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and also, we can evaluate the total utilization of server ( )i  for all classes from the 

following Equations  

                                                      ,
1

J

i j i
j

U U


                                                      (10) 

 

 

5.2   Throughput 

According to the following equations we can calculate the throughout of each 

class individually 

                                                      ,
,

,

j i
j i

j i

U
X

S
                                                      (11) 

The total throughput for all classes at server ( )i : 

                                                      ,
1

J

i j i
j

X X


                                                     (12)          

And also the throughout of the system: 

                                                      
1

S

i
i

X X


                                                       (13) 

 

 

5.3  Queue Length 

To Calculate the mean queue length for the tasks of class ( )j  at sever ( )i  we 

can combine queue lengths for each class at the beginning of service to the end of 

observation period ,j iQL , then divides it by number of batches ( )jn L  for class j  

at time L  as shown in the following equation 

                                                        ,
, ( )

j i
j i

j

QL
Q

n L
                                                  (14) 
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6  Motivating Example 

 

Firgure1:  Queueing Network Model 

 

We will present an example o f  a reentrant line with batch s e r v e r s  

shown in Figure 1 and Table 1. 

 It consists of three servers. In addition to that, there are five classes of tasks which 

are being serviced in the network. The server one offers its tasks for classes one 

and five, the server two services classes three and four, and server three services 

class three only. The starting point for servicing process begins with class one and 

at the end of this stage the following stage begins with class two and so one thus, 

the total number of tasks in the network will be limited number N  during service 

period until the integrated service process has been accomplished for the whole 

tasks; then the system as organization will be free of tasks and ready to welcome a 

new batch of tasks. The results in Table 2 and 3 and in Figure 2 and 3 were 

obtained by using p e r s o n a l  computer; IMSL library;  the simulation program 

SIM.FOR and the Excel program. We generate se rv ice  times for each server 

from Erlang distribution with different parameters 1 13.0  , 2 6.5  , 3 3.0   

by using the routine RN- EXP from IMSL library by using the routine RNUND. 

For the generated data used in this example were obtained by giving the computer 

the different input in each case 1 , 2 , 3 , 5 1( )n t , 5 2( )n t , 5 3( )n t , 5 4( )n t , 5 5( )n t  as 
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shown in Table 1; calling the routine RNEXP from IMSL library and running the 

program, we calculated all following observed values L , jS ,  i ,  jQL ,  i ,  ( )jn L ,  

jq  and j . 

Table 1:  The different input of generated data 

i  5 1( )n t  5 2( )n t  5 3( )n t  5 4( )n t  5 5( )n t  N  

15 30 45 60 75 179 

30 60 90 120 150 501 

45 90 135 180 225 813 

60 120 180 240 300 1177 

75 150 225 300 375 1543 

90 180 270 360 450 1709 

105 210 315 420 550 2086 

13.0 

6.5 

3.0 

120 240 360 480 600 2511 

 

 

 

7  Computational results  

 

Figure 2:  The utilization when changing number of customers ( )N  
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Table 2:  The utilization when changing number of customers ( )N   

Utilization  

  U1 U2 U3 

 

N  

1.00 0.6783 0.0283 179 

1.00 0.8124 0.1262 501 

1.00 0.5331 0.0244 813 

1.00 0.5729 0.0414 1177 

1.00 0.6410 0.084 1543 

1.00 0.6685 0.950 1709 

1.00 0.7988 0.1598 2086 

 

 

13.0 

6.5 

3.0 

1.00 0.7901 0.1437 2511 

 

At the total utilization of server 1 is constant and equal to unity. The total 

utilization of servers 2 and 3 are increasing except  at 813N  . 

 

 

Figure 3:  The throughput when changing number of customers ( )N   
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Table 3: The throughput when changing number of customers ( )N  

Throughput  

  X1 X2 X3 

N  

0.1018 0.1396 0.0132 179 

0.0899 0.1395 0.0412 501 

0.0862 0.0915 0.0090 813 

0.0854 0.0976 0.0150 1177 

0.0857 0.1085 0.0295 1543 

0.0840 0.1098 0.0324 1709 

0.0834 0.1295 0.0524 2086 

 

 

13.0 

6.5 

3.0 

0.0813 0.1256 0.0470 2511 

 

From Table 3 and Figure 3, we note that increasing N  of the total throughput of 

server 1 is decreasing the total throughput of servers 2 and 3 are between 

increasing and decreasing. 
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