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Abstract 

The main purpose of this paper is to document a holistic modeling background 

and set up a corresponding mathematical theory in order to provide a rigorous 

description of cyber-attacks and cyber-security. The starting point is to determine 

the concepts of valuations and vulnerabilities of parts of a node constituent. Based 

on these two concepts, one may be led to consider the fundamental concept of 

node supervision and subsequently to give the definition of cyber-effects and from 

this the definition of cyber-interaction. As we shall see a germ of cyber-attack can 

be viewed as a family of cyber-interactions with coherence properties and 

depending strongly on subjective purposes, information and/or estimates on the 

valuations and the vulnerabilities of parts of the involved nodes. In general the 

germs of cyber-attacks can be distinguished in three types: the germs of correlated 

cyber-attacks, the germs of absolute cyber-attacks and the germs of partial 
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cyber-attacks. This approach provides immediate possibility of rigorous 

determination of the concepts of proactive cyber defense and proactive cyber 

protection. 
 

Mathematics Subject Classifications: 00A71; 68M11, 28A05, 28A12, 32C15 
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1  Introduction  

 In many modern scientific studies, quantifying assumptions, data and 

variables can contribute to the accurate description of the phenomena through 

appropriate mathematical models. So, in many disciplines, the analysts resort to a 

mathematical foundation of the concepts, in order to create a solid base for the 

theoretical formulation and solving all relevant problems. As classic examples of 

such an integrated mathematization, we can mention Mechanics, Physics, Biology, 

Earth Science, Meteorology, Medicine, Statistics and Operations Research. In 

recent years, it has begun an effort to mathematical modeling of the social 

sciences, such as Economics ([3-5 14, 15, 22 and 24], Psychology (see, for 

instance, [6, 18 and 19]), Sociology (see, indicatively, [7]), Political Science (see, 

for instance, [17 and 32]) and Geopolitics ([12-13]). 

In this direction, there have been numerous significant contributions on the 

mathematical modeling of several branches of Theoretical Engineering disciplines, 

such as Theoretical Computer Science, Network Security, Electronics, and 

Artificial Intelligence etc. Especially, in the case of cyber-security, we may 

mention several descriptive papers ([21]) or papers containing several partial 

research results. All these scientific approaches emphasize mainly on some of 
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stochastic modeling applications, leaving open the question of introducing a full 

mathematical theory of cyber-security. See, for instance, the papers [23, 27, 29-31]. 

One can also consult the books [1 and 20] and the references therein.  These two 

books provide in-depth coverage of the mathematical prerequisites and assemble a 

complete presentation of how computer networks function. The interested reader 

may also consult the chapter [28] and the references therein and/or the report of 

President’s Information Technology Advisory Committee ([25]) which explicitly 

states that “we urgently need to expand our focus on short-term patching to also 

include longer-term development of new methods for designing and engineering 

secure systems. Addressing cyber security for the longer term requires a vigorous 

ongoing program of fundamental research to explore the science and develop the 

technologies necessary to design security into computing and networking systems 

and software from the ground up. Fundamental research is characterized by its 

potential for broad, rather than specific, application and includes farsighted, 

high-payoff research that provides the basis for technological progress”. Indeed, 

starting from this consideration, Daniel M. Dunlavy, Bruce Hendrickson, and 

Tamara G. Kolda gave three challenge areas that are, in their opinion, the major 

mathematical challenges in cyber security ([16]).  

Indicative of the great interest shown for the mathematization of 

cyber-security is the regular organization of international conferences of major 

interest. Examples include the two Workshops “Mathematics of Data Analysis in 

Cyber-Security” (https://icerm.brown.edu/topical_workshops/tw14-8-mdac/ ) and 

“Mathematics of Lattices and Cyber Security” (https://icerm.brown.edu 

/topical_workshops/tw15-7-mlc/; also in https://sinews.siam.org/DetailsPage  

/tabid/607/ArticleID/397/ICERM-Workshop-Mathematics-of-Lattices-and-Cybers

ecurity.aspx) held in Brown University, at October 22-24, 2014 and April 21-24, 

2015, respectively. The purpose of first workshop was to bring together 

mathematical scientists and cyber- security practitioners with expertise in several 

main areas, including especially high dimensional data analysis and cryptography, 

https://icerm.brown.edu/topical_workshops/tw14-8-mdac/
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to establish a road map for bringing more mathematicians into the field of 

cyber-security. The goal of the second workshop was on the one hand to stimulate 

activity between different groups interested in lattice problems, such as 

mathematicians, computer scientists, and experts in cyber-security, and, on the 

other hand, to give recent results on densest lattice packings, the geometry of 

lattice moduli space and its connections with automorphic forms and algebraic 

number theory, cryptographic applications of lattices, and the state of the art of 

lattice reduction in high dimensions. 

However, many authors do not fail to highlight the importance of creating 

a whole mathematical theory of cyber-security. For instance, one can mention the 

abstract [26] in a workshop sponsored by the Department of Energy (DOE) Office 

of Advanced Scientific Computing, Applied Mathematics Research Program, 

where Dwayne Ramsey of Lawrence Berkeley National Laboratory found that 

“significant fundamental mathematical research is needed to characterize the 

network in new meaningful ways and subsequently assess risk for the DOE cyber 

infrastructure in order to make informed decisions with regard to cyber security 

policy”. In the same spirit, Wendelberger, Griffin, Wilder, Yu Jiao and Kolda 

made a remarkable comment on the Current Landscape and Need for Fundamental 

Research. In this comment, it was pointed out that “cyber-security, as currently 

practiced, is a mixed bag of electronic patches and reactionary physical and 

administrative controls aimed at fixing the crisis of the day. …. As the cyber threat 

continues to grow, it becomes increasingly clear that the Department of Energy 

(DOE) must embark on a scientific process of inquiry, investigation, and sound 

decision-making. Rather than waiting to discover a cyber attack (perhaps days, 

weeks, or months after it has happened), we need to implement a science-based 

approach to cyber-security with a rigorous technical foundation. Here, we 

propose a mathematical research that will pave the way for the interdisciplinary 

advances needed to thwart the growing cyber threat and transform the DOE 

approach for protecting electronic resources” ([33]). Finally, Juan Meza, Scott 
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Campbell and David Bailey noted that “the role of mathematics in a complex system 

such as the Internet has yet to be deeply explored. In this paper, we summarize some 

of the important and pressing problems in cyber security from the viewpoint of open 

science environments. We start by posing the question \What fundamental problems 

exist within cyber security research that can be helped by advanced mathematics 

and statistics?" Our first and most important assumption is that access to 

real-world data is necessary to understand large and complex systems like the 

Internet. Our second assumption is that many proposed cyber security solutions 

could critically damage both the openness and the productivity of scientific 

research. After examining a range of cyber security problems, we come to the 

conclusion that the field of cyber security poses a rich set of new and exciting 

research opportunities for the mathematical and statistical sciences” ([23]). 

Although these presentations are innovative and promising, it seems that 

they lack a holistic view of the cyber environment. Moreover, there is no 

predictability of cyber attacks, nor any opportunity to have given a strict definition 

of defensive protection so that we can look for an optimal design and organization 

of cyber defense. As a consequence thereof, one can not build a solid foundation 

for a complete theory containing assumptions, definitions, theorems and 

conclusions. But, this prevents the researcher to understand deeper behaviours, 

and requires limiting ourselves solely to practical techniques.  

The aim of the present paper is to document a holistic modeling 

background and set up a corresponding mathematical theory in order to provide a 

rigorous description of cyber-attacks and cyber-security. The text that follows 

comes as a follow-up of the forthcoming article [9] in which it has been given a 

mathematical definition of cyberspace. In Section 2, we will first introduce 

general assumptions and basic notation that we will use later. Bearing this in mind, 

the starting point will be to determine, in Sections 3 and 4, the concepts of 

valuations and vulnerabilities of the parts of a node constituent. Based on these 

two concepts, we will give, in Section 5, the fundamental concept of a node 
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supervision and subsequently, in Sections 6 and 7, the definition of a cyber-effect 

and, from this, the definition of a cyber-interaction. As we shall see, in Section 9, 

a germ of cyber-attack can be viewed as a family of cyber-interactions having 

coherence properties (described in Section 8) and depending strongly on 

subjective aims, information and/or estimates on the valuations and the 

vulnerabilities of parts of the involved nodes. The subjectivity in evaluation and 

vulnerabilities of a cyber-node is studied in deep length in [11]. In general the 

germs of cyber-attacks can be distinguished in three types: the germs of correlated 

cyber-attacks, the germs of absolute cyber-attacks and the germs of partial 

cyber-attacks. The above described approach provides the immediate possibility 

of a rigorous determination of the concepts of proactive cyber defense and 

proactive cyber protection in Section 10. A systematic effort to introduce and give 

a practical definition, description and technical organization of the concept of 

preventive cyber-defense has become by [8] and the references therein. Here, we 

discuss the theoretical foundation of this concept. A mathematical study of the 

proactive defense against different special types of germs of cyber attacks is given 

in [2]. 

 

 

2  General Assumptions and Basic Notations  

Having already mentioned in [9] an adequate supportive theoretical 

background for cyberspace modeling, we can proceed to the consideration of the 

concepts of cyber-attack and cyber-defense. In order to rigorously define these 

two concepts, we will adopt the following approach. At any moment 𝑡, a node 

𝑉 = 𝑉(𝑥1,𝑥2,𝑥3,𝑡,)  in location (𝑥1, 𝑥2, 𝑥3) of the cyber-domain �|𝑜𝑏(𝑊𝑒)|,𝑑𝑊𝑒  � 

is composed of cyber constituents (or cyber characteristics) consisting in devices 

𝑑𝑒𝑣𝑗
(𝑉)  (:sensors, regulators of information flow, etc) and resource elements 

𝑟𝑒𝑠𝑘
(𝑉) (:services, data, messages etc), the number of which depend potentially 
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from the three geographical coordinates 𝑥1, 𝑥2, 𝑥3 and the time 𝑡. Here, the order 

of any used quote of devices 𝑑𝑒𝑣1
(𝑉), 𝑑𝑒𝑣2

(𝑉),… and the order of any used quote 

of resource elements 𝑟𝑒𝑠1
(𝑉), 𝑟𝑒𝑠2

(𝑉),… are assumed to be given, pre-assigned and 

well defined. For instance, one can order the devices 𝑑𝑒𝑣1
(𝑉), 𝑑𝑒𝑣2

(𝑉),… as well 

as the resource elements 𝑟𝑒𝑠1
(𝑉), 𝑟𝑒𝑠2

(𝑉),… alphabetically.  

Assumption 2.1. We will assume uninterruptedly that:  

• the potential number of all possible devices of 𝑉 is equal to ℳ𝑉 ≫ 0, 

while  

• the number of 𝑉 ’s available devices is only 𝓂𝑉 = 𝓂𝑉(𝑡) , with 

𝓂𝑉 < ℳ𝑉.  

Similarly, we will assume that  

• the potential quantity (or number) of all possible resource elements of 𝑉 

is equal to ℒ𝑉 ≫ 0, while  

• the quantity (or number) of 𝑉’s available resource elements is only 

ℓ𝑉 = ℓ𝑉(𝑡), in the sense that ℓ𝑉 < ℒ𝑉.  

 

 

3  Valuations of Parts of a Node Constituent 

Let us now turn to the definition of valuation measures, as well as the 

definition of the vulnerability measures, of an available constituent 𝒜(𝑉) in a 

cyber node 𝑉:  

𝒜 = �𝑑𝑒𝑣, 𝑖𝑓 𝑡ℎ𝑒 𝑐𝑜𝑛𝑠𝑡𝑖𝑡𝑢𝑒𝑛𝑡 𝑖𝑠 𝑎 𝑑𝑒𝑣𝑖𝑐𝑒 ,                    
𝑟𝑒𝑠, 𝑖𝑓 𝑡ℎ𝑒 𝑐𝑜𝑛𝑠𝑡𝑖𝑡𝑢𝑒𝑛𝑡 𝑖𝑠 𝑎 𝑟𝑒𝑠𝑜𝑢𝑟𝑐𝑒 𝑒𝑙𝑒𝑚𝑒𝑛𝑡.

� 

Obviously, 𝒜(𝑉)  may be viewed as a nonempty collection of a number of 

elements.  

Lemma 3.1. One can make as much finite 𝜎 −algebras as partitions on 𝒜(𝑉). 
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Recall that a partition of a set 𝛴 is defined as a set of nonempty, pairwise disjoint 

subsets of 𝛴 whose union is 𝛴.  

Proof.  Let 𝒢 be the collection of all the algebras over 𝒜(𝑉). Let also 𝛱 be 

the set of all the partitions of 𝒜(𝑉) . There is a bijective correspondence between 

𝒢 and 𝛱. Indeed, for a partition 𝒫 ∈ 𝛱, consider the algebra 𝔘𝒫 generated by 

{𝐴1, … ,𝐴𝑘}, the elements of 𝒫. Then 𝔘𝒫  consists of the set ⋃𝑗∈𝐽𝐴𝑗 , where 

𝐽 ⊂ {1, … ,𝑘}. To see that this correspondence is bijective, given an algebra 𝔘, 

one can define, for all 𝑥 ∈ 𝒜(𝑉) , the set 𝐴𝑥: = ⋂𝐴∈𝔘,𝑥∈𝐴𝐴  (it is a finite 

intersection), and that will give a unique partition. Indeed, define the equivalence 

relation 𝑥 ∼ 𝑦 if and only if 𝐴𝑥 = 𝐴𝑦. It gives a partition, and it is the unique 

one. If 𝒫 = {𝑆1, … , 𝑆𝑚} works, then 𝐴𝑥 = 𝑆𝑖(𝑥)  for some 𝑖(𝑥), and you can 

check that this partition consists of the equivalence classes of ∼. So the problem 

is to enumerate the number of partitions of the set 𝒜(𝑉).  

Definition 3.2 Let 𝑊, 𝑉 ∈ 𝑜𝑏�𝑐𝑦(𝑡)� be two cyber nodes and let 𝒜(𝑉) be an 

available constituent in 𝑉. For every partition 𝒫 of 𝒜(𝑉), let us consider the 

corresponding 𝜎 −algebra 𝔘𝒫  of subsets of 𝒜(𝑉) as well as a monotonic 

measure 𝜇  defined on 𝔘𝒫 . Let also 𝐶𝑟1,𝐶𝑟2, … ,𝐶𝑟𝔑  be 𝔑 = 𝔑�𝒜(𝑉),𝒫� 

objective quantifiable Criteria for the assessment of the points of 𝒜(𝑉). Denoting 

by 𝐶𝑟𝑗(𝑝) = 𝐶𝑟𝑗[𝑥1, 𝑥2, 𝑥3, 𝑡 ](𝑝) ∈ ℝ the value of 𝐶𝑟𝑗 on 𝑝 ∈ 𝒜(𝑉) at a point 

(𝑥1, 𝑥2, 𝑥3, 𝑡 ) ∈ ℝ3 × [0,1], representing location of 𝑉 at time 𝑡, suppose  

1) the functions 𝐶𝑟𝑗(𝑝) are measurable and  

2) an importance of valuation weight 𝑤𝑗(𝑝) is attributed by the (user(s) of) 

node 𝑊  to the Criterion 𝐶𝑟𝑗  on 𝑝 ∈ 𝒜(𝑉)  at (𝑥1, 𝑥2, 𝑥3, 𝑡 ) ∈ ℝ4  (; of 

course, if the users of 𝑊  are indifferent or not at all informed on the 

situation of part 𝑝 in 𝑉 relative to the Criterion 𝐶𝑟𝑗 , then the relevant 

valuation weight 𝑤𝑗(𝑝) will be 0). 

If 𝐸 ∈ 𝔘𝒫 is a part of 𝒜(𝑉)and 𝔫 ≤ 𝔑, then a relative valuation of 𝐸 from the 
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viewpoint of the (user(s) of) node 𝑊 at the spatiotemporal point (𝑥1, 𝑥2, 𝑥3, 𝑡 ) ∈

ℝ4 is any vector  

𝑆𝑊(𝐸) =  𝑆𝑊[𝑥1,𝑥2, 𝑥3, 𝑡 ](𝐸): = �𝑠𝑊,1(𝐸), 𝑠𝑊,2(𝐸), … , 𝑠𝑊,𝔫(𝐸)� ∈ ℝ𝔫 

where  

𝑠𝑊,𝑗(𝐸) = 𝑠𝑊,𝑗
�𝒜(𝑉),𝒫�[𝑥1, 𝑥2, 𝑥3, 𝑡 ](𝐸): = ∫  𝐶𝑟𝑗(𝑝)𝑤𝑗(𝑝) 𝑑𝜇(𝑝)𝐸 . 

Each one indefinite integral  

𝑠𝑊,𝑗 = 𝑠𝑊,𝑗
�𝒜(𝑉),𝒫�[𝑥1,𝑥2, 𝑥3, 𝑡 ] = ∫𝐶𝑟𝑗(𝑝)𝑤𝑗(𝑝) 𝑑𝜇(𝑝)  

is called a producing valuation component of part 𝐸 from the viewpoint of the 

(user(s) of) node 𝑊 into the constituent 𝒜(𝑉) at (𝑥1, 𝑥2, 𝑥3, 𝑡 ) with respect to 

the quantifiable Criterion that represents, while the component values 𝑠𝑊,𝑗(𝐸) 

are called component valuations of 𝐸 from the viewpoint of the (user(s) of) node 

𝑊  into the constituent 𝒜(𝑉)  at the spatiotemporal point (𝑥1,𝑥2, 𝑥3, 𝑡 ). The 

number 𝔫 is the dimension of the valuation.  

 For simplicity and without loss of generality, in what follows, we will always 

assume that the dimension of the valuation is fixed over the set of all cyber nodes 

and equal to 𝔫 = 𝔑. 

Remark 3.3 It is possible that all of the components 𝑠𝑊,𝑘(𝐸) belong to a fixed 

discrete or finite set in ℝ. In such a case, the valuation is said to be discrete or 

finite, respectively. It is also possible to consider the extending of component 

valuations 𝑠𝑊,𝑘(𝐸) onto the Alexandroff one-point compactification ℝℙ1 of ℝ, 

so that   

𝑠𝑊,𝑘(𝐸) > 0 means “positive valuation in activated part 𝐸” 

𝑠𝑊,𝑘(𝐸) = 0 means “valuation in disabled /non-existent/non-available part 𝐸” 

𝑠𝑊,𝑘(𝐸) < 0 means “negative valuation in activated (ενεργοποιημένο) part 𝐸” 

𝑠𝑊,𝑘(𝐸) = ∞  means “part 𝐸  takes its extreme (maximal or minimal) 

valuation”.  
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If no reference is made to node 𝑊 and there is no risk of confusion, we 

can omit the notation of the node 𝑊 into the indices used.  

Let us give an example of the particular case where the component 

valuations belong to a finite set. 

Example 3.4 Given an available constituent 𝒜(𝑉)  (: device 𝑑𝑒𝑣(𝑉)  and/or 

resource element 𝑟𝑒𝑠(𝑉)) in a node 𝑉, let us consider a partition 𝒫 of 𝒜(𝑉). Let 

us consider the corresponding 𝜎 −algebra 𝔘𝒫 of subsets of 𝒜(𝑉). A valuation of 

a part 𝐸 ∈ 𝔘𝒫  can be parameterized and measured using segmentation in 

subparts and issues concerning stochastic as well as administrative processes. 

Specifically, a valuation of 𝐸 can be broken down to 𝔫 = 𝔑 = 22 component 

(continuous or discrete) valuations on 𝔘𝒫 : 𝑠𝑗 = 𝑠𝑗
�𝒜(𝑉)�  ( 𝑗 = 1,2, … ,22  and 

𝒜 = 𝑑𝑒𝑣, 𝑟𝑒𝑠). In fact, taking equal valuation weights 𝑤𝑗 = 1 and a normalized 

measure 𝜇(𝐸) = 1, we may consider the following component valuations, many 

of which can be the parameters for calculating the reliability of the constituent 

𝒜(𝑉).  

1) 𝐶𝑟1:  “Aging of part 𝐸  in the constituent 𝒜(𝑉)  of node 𝑉 ”. The 

corresponding component valuation of part 𝐸 into the constituent 𝒜(𝑉) is 

𝑠1(𝐸), so, if, for instance, 𝑠1(𝐸) ∈ {𝜀, (1 𝜅⁄ ), 𝜈}, with 0 < 𝜀 ≪ ∞, 1 < 𝜅 ≪

∞ and 𝜈 ≫ 1, then 𝜀 stands for recent, (1 𝜅⁄ ) stands for not recent and 1 

for old. 

2) 𝐶𝑟2: “Level of patching of part 𝐸 in the constituent 𝒜(𝑉) of node 𝑉”. The 

corresponding component valuation for the part 𝐸 of 𝒜(𝑉) is 𝑠2(𝐸), so, if, 

for instance, 𝑠2(𝐸) ∈ {𝜀, (1 𝜅⁄ ), 𝜈}, with 0 < 𝜀 ≪ ∞, 1 < 𝜅 ≪ ∞ and 𝜈 ≫

1, then 𝜀 stands for unpatched, (1 𝜅⁄ ) for not adequately patched and 𝜈 for 

fully patched. 

3)  “Amount of compromises of part 𝐸 in the constituent 𝒜(𝑉) of node 𝑉”. 

The corresponding component valuation for the part 𝐸 of 𝒜(𝑉) is 𝑠3(𝐸), so, 
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if, for instance, 𝑠3(𝐸) ∈ {𝜀, (1 𝜅⁄ ), 𝜈} , with 0 < 𝜀 ≪ ∞ , 1 < 𝜅 ≪ ∞  and 

𝜈 ≫ 1, then 𝜀 stands for low amount, (1 𝜅⁄ ) for moderate amount and 𝜈 for 

large amount.  

4)  “Criticality of part 𝐸  in the constituent 𝒜(𝑉)  of node 𝑉 ”. The 

corresponding component valuation for the part 𝐸 of 𝒜(𝑉) is 𝑠4(𝐸), so, if, 

for instance, 𝑠4(𝐸) ∈ {𝜀, (1 𝜅⁄ ), 𝜈}, with 0 < 𝜀 ≪ ∞, 1 < 𝜅 ≪ ∞ and 𝜈 ≫

1, then 𝜀 stands for trivial, (1 𝜅⁄ ) for not so critical and 𝜈 for very critical. 

 

5) 𝐶𝑟5: “Indication of over-load of part 𝐸 in the constituent 𝒜(𝑉) of node 𝑉”. 

The corresponding component valuation for the part 𝐸 of 𝒜(𝑉) is 𝑠5(𝐸), so, 

if, for instance, 𝑠5(𝐸) ∈ {𝜀, (1 𝜅⁄ ), 𝜈} , with 0 < 𝜀 ≪ ∞ , 1 < 𝜅 ≪ ∞  and 

𝜈 ≫ 1, then 𝜀 stands for a limited low, (1 2⁄ ) for a moderate load and 𝜈 for 

a big load. 
 

6) 𝐶𝑟6:  “Is part 𝐸  in the constituent 𝒜(𝑉)  of node 𝑉  of k nown 

manufacturer/Brand that can support it uninterruptedly?” The corresponding 

component valuation for the part 𝐸 of 𝒜(𝑉) is 𝑠6(𝐸), so, if, for instance, 

𝑠6(𝐸) ∈ {𝜀, (1 𝜅⁄ ), 𝜈} , with 0 < 𝜀 ≪ ∞ , 1 < 𝜅 ≪ ∞  and 𝜈 ≫ 1 , then 𝜀 

stands for a little known manufacturer/Brand, (1 2⁄ )  for a known 

manufacturer/Brand and 𝜈 for a big manufacturer/Brand. 
 

7) 𝐶𝑟7:  “Has part 𝐸  in the constituent 𝒜(𝑉)  of node 𝑉  been adequately 

tested?” The corresponding component valuation for the part 𝐸 of 𝒜(𝑉) is 

𝑠7(𝐸) , so, if, for instance, 𝑠7(𝐸) ∈ {𝜀, (1 𝜅⁄ ), 𝜈} , with 0 < 𝜀 ≪ ∞  and 

𝜈, 𝜅 > 1, then 𝜀 stands  for a bit tested, (1 𝜅⁄ ) for quite tested and 𝜈 for too 

well tested. 
 

8) 𝐶𝑟8:  “Is part 𝐸  in the constituent 𝒜(𝑉)  of node 𝑉  in the first line of 

defense? Or is it protected by another defense component?” The corresponding 

component valuation for the part 𝐸 of 𝒜(𝑉) is 𝑠8(𝐸), so, if, for instance, 

𝑠7(𝐸) ∈ {𝜀, (1 𝜅⁄ ), 𝜈} , with 0 < 𝜀 ≪ ∞ , 1 < 𝜅 ≪ ∞  and 𝜈 ≫ 1 , then 𝜀 
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stands  for a little protected, (1 𝜅⁄ ) stands for moderately protected and 𝜈 

for very well protected.  
 

9) 𝐶𝑟9: “Degree of complexity of part 𝐸 in the constituent 𝒜(𝑉) of node 𝑉”. 

The corresponding component valuation for the part 𝐸 of 𝒜(𝑉) is 𝑠8(𝐸), so, 

if, for instance, 𝑠9(𝐸) ∈ {𝜀, (1 𝜅⁄ ), 𝜈} , with 0 < 𝜀 ≪ ∞ , 1 < 𝜅 ≪ ∞  and 

𝜈 ≫ 1 , then 𝜀  stands  for non-complex, (1 2⁄ )  for neutral and 𝜈  for 

complex. 
 

10) 𝐶𝑟10:  “Is the part 𝐸  in the constituent 𝒜(𝑉)  of node 𝑉  adequately 

monitored?” The corresponding component valuation for the part 𝐸 of 𝒜(𝑉) 

is 𝑠10(𝐸) , so, if,  for instance, 𝑠10(𝐸) ∈ {𝜀, (1 𝜅⁄ ), 𝜈} , with 0 < 𝜀 ≪ ∞ , 

1 < 𝜅 ≪ ∞ and 𝜈 ≫ 1, then 𝜀  stands for a little monitorated, (1 𝜅⁄ ) for 

moderately monitorated and 𝜈 for very well monitorated.  
 

11) 𝐶𝑟11: “What is the price of part 𝐸 in the constituent 𝒜(𝑉) of node 𝑉”. The 

corresponding component valuation for the part 𝐸 of 𝒜(𝑉) is 𝑠11(𝐸), so, if, 

for instance, 𝑠11(𝐸) ∈ {𝜀, (1 𝜅⁄ ), 𝜈} , with 0 < 𝜀 ≪ ∞ , 1 < 𝜅 ≪ ∞  and 

𝜈 ≫ 1, then 𝜀 stands for low cost, (1 𝜅⁄ ) for moderate cost and 𝜈 for high 

cost. 
 

12) 𝐶𝑟12:  “Failure rate of part 𝐸  in the constituent 𝒜(𝑉)  of node 𝑉 ”. The 

corresponding component valuation for the part 𝐸 of 𝒜(𝑉) is 𝑠12(𝐸), so, if, 

for instance, 𝑠12(𝐸) ∈ {𝜀, (1 𝜅⁄ ), 𝜈} , with 0 < 𝜀 ≪ ∞ , 1 < 𝜅 ≪ ∞  and 

𝜈 ≫ 1, then 𝜀 stands for low failure rate, (1 𝜅⁄ ) for moderate failure rate and 

𝜈 for high failure rate. 
 

13) 𝐶𝑟13: “Proximity of part 𝐸 in the constituent 𝒜(𝑉) of node 𝑉 to its health 

tolerance”. The corresponding component valuation for the part 𝐸 of 𝒜(𝑉) 

is 𝑠13(𝐸) , so, if, for instance, 𝑠13(𝐸) ∈ {𝜀, (1 𝜅⁄ ), 𝜈} , with 0 < 𝜀 ≪ ∞ , 

1 < 𝜅 ≪ ∞ and 𝜈 ≫ 1, then 𝜀 stands  for too close, (1 𝜅⁄ ) for not so close 

and 𝜈 for far from health tolerance. 
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14) 𝐶𝑟14: “MTBF (Mean Time Between Failure) of part 𝐸 in the constituent 

𝒜(𝑉) of node 𝑉”. The corresponding component valuation for the part 𝐸 of 

𝒜(𝑉) is 𝑠14(𝐸), so, if, for instance, 𝑠14(𝐸) ∈ {𝜀, (1 𝜅⁄ ), 𝜈}, with 0 < 𝜀 ≪ ∞, 

1 < 𝜅 ≪ ∞ and 𝜈 ≫ 1, then 𝜀 stands for low MTBF, (1 𝜅⁄ ) for moderate 

MTBF and 𝜈 for high MTBF.  

15) 𝐶𝑟15: “Is the average user of part 𝐸  in the constituent 𝒜(𝑉)  of node 𝑉 

trained?” The corresponding component valuation for the part 𝐸 of 𝒜(𝑉) is 

𝑠15(𝐸) , so, if, for instance, 𝑠15(𝐸) ∈ {𝜀, (1 𝜅⁄ ), 𝜈} , with 0 < 𝜀 ≪ ∞ , 

1 < 𝜅 ≪ ∞  and 𝜈 ≫ 1 , then 𝜀  stands  for untrained, (1 𝜅⁄ )  for not so 

trained and 𝜈 for fully trained. 

16) 𝐶𝑟16: “Is any Information Awareness training in place into the part 𝐸 of 

constituent 𝒜(𝑉) in node 𝑉?” The corresponding component valuation for 

the part 𝐸  of 𝒜(𝑉)  is 𝑠16(𝐸), so, if, for instance, 𝑠16(𝐸) ∈ {𝜀, (1 𝜅⁄ ), 𝜈}, 

with 0 < 𝜀 ≪ ∞, 1 < 𝜅 ≪ ∞ and 𝜈 ≫ 1, then 𝜀 stands for low Information 

Awareness training, (1 𝜅⁄ ) for moderate Information Awareness training and 

𝜈 for high Information Awareness training. 

17) 𝐶𝑟17: “Are all security functions automated or there is human-in-the-loop 

process?” The corresponding component valuation for the part 𝐸 of 𝒜(𝑉) is 

𝑠17(𝐸) , so, if, for instance, 𝑠17(𝐸) ∈ {𝜀, (1 𝜅⁄ ), 𝜈} , with 0 < 𝜀 ≪ ∞ , 

1 < 𝜅 ≪ ∞ and 𝜈 ≫ 1, then 𝜀 stands  for few automated safety functions, 

(1 𝜅⁄ )  for several automated safety functions and 𝜈  for many automated 

safety functions.  

18) 𝐶𝑟18:  “Is average user of part 𝐸  in the constituent 𝒜(𝑉)  of node 𝑉 

experienced?” The corresponding component valuation for the part 𝐸  of 

𝒜(𝑉) is 𝑠18(𝐸), so, if, for instance, 𝑠18(𝐸) ∈ {𝜀, (1 𝜅⁄ ), 𝜈}, with 0 < 𝜀 ≪ ∞, 

1 < 𝜅 ≪ ∞ and 𝜈 ≫ 1, then 𝜀 stands  for little experience of the average 

user, (1 𝜅⁄ )  for moderate experience of the average user and 𝜈  for great 

experience of the average user. 
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19) 𝐶𝑟19: “Strictness of security Law and regulations in the wide area of part 𝐸 in 

the constituent 𝒜(𝑉) of node 𝑉”. The corresponding component valuation for 

the part 𝐸  of 𝒜(𝑉)  is 𝑠19(𝐸), so, if, for instance, 𝑠19(𝐸) ∈ {𝜀, (1 𝜅⁄ ), 𝜈}, 

with 0 < 𝜀 ≪ ∞ , 1 < 𝜅 ≪ ∞  and 𝜈 ≫ 1 , then 𝜀  stands for looseness of 

regulations and security law in the wide area of node, (1 𝜅⁄ ) for typical 

regulations and security law in the wide area of node and 𝜈 for strictness of 

regulations and security law in the wide area of node. 

20) 𝐶𝑟20: “Is a detailed security policy in place?” The corresponding component 

valuation for the part 𝐸 of 𝒜(𝑉)  is 𝑠20(𝐸), so, if, for instance, 𝑠20(𝐸) ∈

{𝜀, (1 𝜅⁄ ), 𝜈}, with 0 < 𝜀 ≪ ∞, 1 < 𝜅 ≪ ∞ and 𝜈 ≫ 1, then 𝜀 stands  for a 

little detailed security police, (1 𝜅⁄ ) stands for a sufficiently detailed security 

police and 𝜈 for a very detailed security police. 

21) 𝐶𝑟21: “Are there any back up processes?” The corresponding component 

valuation for the part 𝐸 of 𝒜(𝑉)  is 𝑠21(𝐸), so, if, for instance, 𝑠21(𝐸) ∈

{𝜀, (1 𝜅⁄ ), 𝜈}, with 0 < 𝜀 ≪ ∞, 1 < 𝜅 ≪ ∞ and 𝜈 ≫ 1, then 𝜀 stands  for 

the existence of not so successful back up procedures, (1 𝜅⁄ ) stands for the 

existence of quite successful back up procedures and 𝜈 for the existence of 

successful back up procedures. 

22) 𝐶𝑟22:  “How much risk can the organization accept?” The corresponding 

component valuation for the part 𝐸 of 𝒜(𝑉) is 𝑠22(𝐸), so, if, for instance, 

𝑠22(𝐸) ∈ {𝜀, (1 𝜅⁄ ), 𝜈} , with 0 < 𝜀 ≪ ∞ , 1 < 𝜅 ≪ ∞  and 𝜈 ≫ 1 , then 𝜀 

stands for no risk, (1 𝜅⁄ ) stands some risk and 𝜈 for full risk acceptance. 

Both effectiveness states  

𝑆𝑊[𝑥1, 𝑥2, 𝑥3, 𝑡 ] �𝑓𝑟�𝑑𝑒𝑣1
(𝑉)�� , … , 𝑆𝑊[𝑥1, 𝑥2, 𝑥3, 𝑡 ] �𝑓𝑟�𝑑𝑒𝑣ℳ𝑉

(𝑉)�� 

and applicability situations  

𝑆𝑊[𝑥1, 𝑥2, 𝑥3, 𝑡 ] �𝑓𝑟�𝑟𝑒𝑠1
(𝑉)�� , … , 𝑆𝑊[𝑥1, 𝑥2, 𝑥3, 𝑡 ] �𝑓𝑟�𝑟𝑒𝑠ℒ𝑉

(𝑉)�� 

are called cyber node valuations of 𝑉 from the viewpoint of the (user(s) of) node 
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𝑊 at the spatiotemporal point (𝑥1, 𝑥2, 𝑥3, 𝑡 ). They are also denoted separately by 

𝑓𝑟�𝛽𝜅
(𝑊⇝𝑉)� = 𝑓𝑟�𝛽𝜅

(𝑊⇝𝑉)�[𝑥1, 𝑥2, 𝑥3, 𝑡 ] , 𝜅 = 1,2, … ,ℳ𝑉 + ℒ𝑉 , or by the 

vector valuation representation 

𝑓𝑟�𝛽(𝑊⇝𝑉)�  = 𝑓𝑟�𝛽(𝑊⇝𝑉)�[𝑥1, 𝑥2, 𝑥3, 𝑡 ]: = 

�𝑓𝑟�𝛽1
(𝑊⇝𝑉)�[𝑥1, 𝑥2, 𝑥3, 𝑡 ], … ,𝑓𝑟�𝛽ℳ𝑉+ℒ𝑉

(𝑊⇝𝑉)�[𝑥1,𝑥2, 𝑥3, 𝑡 ]�
𝑇

. 

If there is no risk of confusion, we will prefer write simply 𝛽𝜅
(𝑊⇝𝑉) =

𝛽𝜅
(𝑊⇝𝑉)[𝑥1, 𝑥2, 𝑥3, 𝑡 ], 𝜅 = 1,2, … ,ℳ𝑉 + ℒ𝑉, or use by the joint vector valuation 

representation  

𝛽(𝑊⇝𝑉) = 𝛽(𝑊⇝𝑉)[𝑥1, 𝑥2, 𝑥3, 𝑡 ]: = 

�𝛽1
(𝑊⇝𝑉)[𝑥1, 𝑥2, 𝑥3, 𝑡 ], … ,𝛽ℳ𝑉+ℒ𝑉

(𝑊⇝𝑉) [𝑥1, 𝑥2, 𝑥3, 𝑡 ]�
𝑇
. 

In the total case, the effectiveness states 

𝑆𝑊[𝑥1, 𝑥2, 𝑥3, 𝑡 ]�𝑑𝑒𝑣1
(𝑉)�, … , 𝑆𝑊[𝑥1, 𝑥2, 𝑥3, 𝑡 ]�𝑑𝑒𝑣ℳ𝑉

(𝑉)�  and applicability 

situations 𝑆𝑊[𝑥1, 𝑥2, 𝑥3, 𝑡 ]�𝑟𝑒𝑠1
(𝑉)�, … , 𝑆𝑊[𝑥1, 𝑥2, 𝑥3, 𝑡 ]�𝑟𝑒𝑠ℒ𝑉

(𝑉)� are called cyber 

node valuations of 𝑉 from the viewpoint of the (user(s) of) node 𝑊 at the 

spatiotemporal point (𝑥1, 𝑥2, 𝑥3, 𝑡 ). As above, they are again denoted separately 

by  

𝛽𝜅
(𝑊⇝𝑉) = 𝛽𝜅

(𝑊⇝𝑉)[𝑥1, 𝑥2, 𝑥3, 𝑡 ], 𝜅 = 1,2, … ,ℳ𝑉 + ℒ𝑉, 

or jointly by the vector valuation representation  

𝛽(𝑊⇝𝑉) = 𝛽(𝑊⇝𝑉)[𝑥1, 𝑥2, 𝑥3, 𝑡 ]: =. 

�𝛽1
(𝑊⇝𝑉)[𝑥1, 𝑥2, 𝑥3, 𝑡 ], … ,𝛽ℳ𝑉+ℒ𝑉

(𝑊⇝𝑉) [𝑥1, 𝑥2, 𝑥3, 𝑡 ]�
𝑇
. 

By analogy, both available effectiveness states  

𝑆𝑊[𝑥1, 𝑥2, 𝑥3, 𝑡 ] �𝑓𝑟�𝑑𝑒𝑣1
(𝑉)�� ,…, 𝑆𝑊[𝑥1, 𝑥2, 𝑥3, 𝑡 ] �𝑓𝑟�𝑑𝑒𝑣𝓂𝑉

(𝑉)�� 

and available applicability situations  
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𝑆𝑊[𝑥1, 𝑥2, 𝑥3, 𝑡 ] �𝑓𝑟�𝑟𝑒𝑠1
(𝑉)�� ,…, 𝑆𝑊[𝑥1, 𝑥2, 𝑥3, 𝑡 ] �𝑓𝑟�𝑟𝑒𝑠ℓ𝑉

(𝑉)�� 

are called available cyber node fractional valuations of 𝑉 from the viewpoint of 

the (user(s) of) node 𝑊 at the spatiotemporal point (𝑥1, 𝑥2, 𝑥3, 𝑡 ). They are 

denoted separately by  

𝑓𝑟�𝑏𝜅
(𝑊⇝𝑉)� = 𝑓𝑟�𝑏𝜅

(𝑊⇝𝑉)�[𝑥1, 𝑥2, 𝑥3, 𝑡 ], 𝜅 = 1,2, … ,𝓂𝑉 + ℓ𝑉, 

or jointly by the available vector valuation representation  

𝑓𝑟�𝑏(𝑊⇝𝑉)� = 𝑓𝑟�𝑏(𝑊⇝𝑉)�[𝑥1, 𝑥2, 𝑥3, 𝑡 ]: =. 

�𝑓𝑟�𝑏1
(𝑊⇝𝑉)�[𝑥1, 𝑥2, 𝑥3, 𝑡 ], � �… , 𝑓𝑟�𝑏𝓂𝑉+ℓ𝑉

(𝑊⇝𝑉)�[𝑥1, 𝑥2, 𝑥3, 𝑡 ]�
𝑇
. 

As before, if there is no risk of confusion, we may adopt the simpler notation 

𝑏𝜅
(𝑊⇝𝑉) = 𝑏𝜅

(𝑊⇝𝑉)[𝑥1, 𝑥2, 𝑥3, 𝑡 ], 𝜅 = 1,2, … ,𝓂𝑉 + ℓ𝑉, 

or use the joint vector valuation representation  

𝑏(𝑊⇝𝑉) = 𝑏(𝑊⇝𝑉)[𝑥1, 𝑥2, 𝑥3, 𝑡 ]: =  

�𝑏1
(𝑊⇝𝑉)[𝑥1, 𝑥2, 𝑥3, 𝑡 ], … , 𝑏ℳ𝑉+ℒ𝑉

(𝑊⇝𝑉) [𝑥1, 𝑥2, 𝑥3, 𝑡 ]�
𝑇
. 

In particular, in total case, the effectiveness states 

𝑆𝑊[𝑥1, 𝑥2, 𝑥3, 𝑡 ]�𝑑𝑒𝑣1
(𝑉)�, … , 𝑆𝑊[𝑥1, 𝑥2, 𝑥3, 𝑡 ]�𝑑𝑒𝑣𝓂𝑉

(𝑉)�  and applicability 

situations 𝑆𝑊[𝑥1, 𝑥2, 𝑥3, 𝑡 ]�𝑟𝑒𝑠1
(𝑉)�, … , 𝑆𝑊[𝑥1, 𝑥2, 𝑥3, 𝑡 ]�𝑟𝑒𝑠ℓ𝑉

(𝑉)�  are called 

available cyber node valuations of 𝑉 from the viewpoint of the (user(s) of) node 

𝑊 at the spatiotemporal point (𝑥1, 𝑥2, 𝑥3, 𝑡 ). They are also denoted separately by 

𝑏𝜅
(𝑊⇝𝑉) = 𝑏𝜅

(𝑊⇝𝑉)[𝑥1, 𝑥2, 𝑥3, 𝑡 ], 𝜅 = 1,2, … ,𝓂𝑉 + ℓ𝑉, 

or jointly by the available vector valuation representation  

𝑏(𝑊⇝𝑉) = 𝑏(𝑊⇝𝑉)[𝑥1, 𝑥2, 𝑥3, 𝑡 ]: 

�𝑏1
(𝑊⇝𝑉)[𝑥1, 𝑥2, 𝑥3, 𝑡 ], … , 𝑏𝓂𝑉+ℓ𝑉

(𝑊⇝𝑉)[𝑥1, 𝑥2, 𝑥3, 𝑡 ]�
𝑇
. 
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In order to be more understandable, let us give a schematic example only 

for the indicative case of some of the above definitions in the total case.  

 

 

 
𝒅𝒆𝒗𝟏

(𝑽)  
𝛽1

(𝑊⇝𝑉) = 𝑏1
(𝑊⇝𝑉) = 𝑆𝑊[𝑥1,𝑥2, 𝑥3, 𝑡 ] �𝑑𝑒𝑣1

(𝑉)�  

 
⋮ 

 
⋮ 

 

 
𝒅𝒆𝒗𝓶𝑽

(𝑽)   𝛽𝓂𝑉
(𝑊⇝𝑉) = 𝑏𝓂𝑉

(𝑊⇝𝑉) = 𝑆𝑊[𝑥1,𝑥2, 𝑥3, 𝑡 ] �𝑑𝑒𝑣𝓂𝑉
(𝑉)� 

 

 
𝒅𝒆𝒗𝓶𝑽+𝟏

(𝑽)   𝛽𝓂𝑉+1
(𝑊⇝𝑣) = 𝑆𝑊[𝑥1,𝑥2, 𝑥3, 𝑡 ] �𝑑𝑒𝑣𝓂𝑉+1

(𝑉) � 
 

 
⋮  ⋮ 

 

 
𝒅𝒆𝒗𝓜𝑽

(𝑽)   𝛽ℳ𝑉

(𝑊⇝𝑉) = 𝑆𝑊[𝑥1,𝑥2, 𝑥3, 𝑡 ] �𝑑𝑒𝑣ℳ𝑉

(𝑉)� 
 

 
𝒓𝒆𝒔𝟏

(𝑽) 
 

𝛽ℳ𝑉+1
(𝑊⇝𝑉) = 𝑏𝓂𝑉+1

(𝑊⇝𝑉) = 𝑆𝑊[𝑥1,𝑥2, 𝑥3, 𝑡 ] �𝑟𝑒𝑠1
(𝑉)�  

 
⋮  ⋮ 

 

 
𝒓𝒆𝒔𝓵𝑽

(𝑽)  𝛽ℳ𝑉+ℓ𝑉
(𝑊⇝𝑉) = 𝑏𝓂𝑉+ℓ𝑉

(𝑊⇝𝑉) = 𝑆𝑊[𝑥1,𝑥2, 𝑥3, 𝑡 ] �𝑟𝑒𝑠ℓ𝑉
(𝑉)� 

 

 
𝒓𝒆𝒔𝓵𝑽+𝟏

(𝑽)   𝛽ℳ𝑉+ℓ𝑉+1
(𝑊⇝𝑉) = 𝑆𝑊[𝑥1,𝑥2, 𝑥3, 𝑡 ] �𝑟𝑒𝑠ℓ𝑉+1
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(𝑊⇝𝑉) = 𝑆𝑊[𝑥1,𝑥2, 𝑥3, 𝑡 ] �𝑟𝑒𝑠ℒ𝑉

(𝑉)� 
 

   
 

 
 

 
 

4  Vulnerabilities of Parts of a Node Constituent  

There is a special category of valuations of particular interest. This category 

refers to those valuations that are determined in regards to the low degree of 

“security” of the constituents of the node. The low degree of security is described 

completely by the concept of vulnerability. Vulnerability, as used in cyber context, 

is the property of a constituent (device or resource element) in a given state that 

may be exploited in the relative future. This exploitation at time t may actually 
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lead to a constituent (device or resource element) of any node to be compromised 

and the valuation of this component to be degraded proportionally.  

Definition 4.1.  Let 𝑊, 𝑉 ∈ 𝑜𝑏�𝑐𝑦(𝑡)� be two cyber nodes and let 𝒜(𝑉) 

be an available constituent in 𝑉. For every partition 𝒫 of 𝒜(𝑉), let us consider 

the corresponding 𝜎 −algebra 𝔘𝒫 of subsets of 𝒜(𝑉)as well as a monotonic 

measure 𝜆  defined on 𝔘𝒫 . Let also 𝑆𝑒𝐶𝑟1, 𝑆𝑒𝐶𝑟2, … , 𝑆𝑒𝐶𝑟𝔐  be 𝔐 =

𝔐�𝒜(𝑉),𝒫� objective quantifiable Security Criteria for the security assessment 

of the points of 𝒜(𝑉). Denoting by 𝑆𝑒𝐶𝑟𝑗(𝑝) = 𝑆𝑒𝐶𝑟𝑗[𝑥1, 𝑥2, 𝑥3, 𝑡 ](𝑝) ∈ ℝ the 

value of 𝑆𝑒𝐶𝑟𝑗  on 𝑝 ∈ 𝒜(𝑉)  at a spatiotemporal point (𝑥1, 𝑥2, 𝑥3, 𝑡 ) ∈ ℝ3 ×

[0,1], representing location of node 𝑉 at time 𝑡, suppose 

1) the functions 𝑆𝑒𝐶𝑟𝑗(𝑝) are measurable and  

2) an importance of vulnerability weight 𝓌𝑗(𝑝) is attributed by the (user(s) 

of) node 𝑊  to the Security Criterion 𝑆𝑒𝐶𝑟𝑗  on 𝑝 ∈ 𝒜(𝑉)  at 

(𝑥1, 𝑥2, 𝑥3, 𝑡 ) ∈ ℝ4 (; of course, if the users of 𝑊 are indifferent or not at 

all informed on the situation of part 𝑝 in 𝑉 relative to the Criterion 𝑆𝑒𝐶𝑟𝑗, 

then 𝓌𝑗(𝑝) = 0).  

If 𝐸 ∈ 𝔘𝒫 is a part of 𝒜(𝑉)and 𝔪 ≤ 𝔐, then a relative vulnerability of 𝐸 from 

the viewpoint of the (user(s) of) node 𝑊 at (𝑥1, 𝑥2, 𝑥3, 𝑡 ) ∈ ℝ4 is any vector 

𝑈𝑊(𝐸) =  𝑈𝑊[𝑥1, 𝑥2, 𝑥3, 𝑡 ](𝐸): = �𝑢𝑊,1(𝐸),𝑢𝑊,2(𝐸), … ,𝑢𝑊,𝔪(𝐸)� ∈ ℝ𝑚 

where  

𝑢𝑊,𝑗(𝐸) = 𝑢𝑊,𝑗
�𝒜(𝑉),𝒫�[𝑥1,𝑥2, 𝑥3, 𝑡 ](𝐸): = ∫  𝑆𝑒𝐶𝑟𝑗(𝑝)𝓌𝑗(𝑝) 𝑑𝜆(𝑝)𝐸 . 

Each one indefinite integral  

𝑢𝑊,𝑗 = 𝑢𝑊,𝑗
�𝒜(𝑉),𝒫�[𝑥1, 𝑥2, 𝑥3, 𝑡 ] = ∫ 𝑆𝑒𝐶𝑟𝑗(𝑝)𝓌𝑗(𝑝) 𝑑𝜆(𝑝)  

is called a producing vulnerability component of part 𝐸 from the viewpoint of the 

(user(s) of) node 𝑊 into the constituent 𝒜(𝑉) at (𝑥1, 𝑥2, 𝑥3, 𝑡 ) with respect to 

the quantifiable Security Criterion that represents, while the component values 
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𝑢𝑊,𝑗(𝐸) are called component vulnerabilities of 𝐸 from the viewpoint of the 

(user(s) of) node 𝑊 into the constituent 𝒜(𝑉) at (𝑥1, 𝑥2, 𝑥3, 𝑡 ). The number 𝔪 

is the dimension of the vulnerability.  

 For simplicity and without loss of generality, in what follows, we will always 

assume that the dimension of the vulnerability is fixed over the set of all cyber 

nodes and equal to 𝔪 = 𝔐. 

Remark 4.2. It is possible that the components 𝑢𝑊,𝑗(𝐸) belong to a fixed 

discrete or finite set in ℝ. In such a case, the vulnerability is said to be discrete or 

finite, respectively. It is also possible to consider the extending of component 

vulnerabilities 𝑢𝑊,𝑗(𝐸) onto the Alexandroff one-point compactification ℝℙ1 

of ℝ, so that   

𝑢𝑊,𝑗(𝐸) > 0 means “vulnerability in activated  part 𝐸” 

𝑢𝑊,𝑗(𝐸) = 0  means “invulnerability in disabled/non-existent/non-available part 

𝐸” 

𝑢𝑊,𝑗(𝐸) < 0 means “invulnerability in activated  part 𝐸” 

𝑢𝑊,𝑗(𝐸) = ∞ means “extreme vulnerability situation: completely immune part 𝐸”. 

If no reference is made to node 𝑊 and there is no risk of confusion, we 

can omit the notation of the node 𝑊 into the indices used. Let us give an 

example. 

Example 4.3. Following the notation in the Example 3.4, and taking equal 

vulnerability weights 𝓌𝑗 = 1 and normalized measure 𝜆(𝐸) = 1, vulnerability 

can be broken down to the following 5 parameters.  

1) 𝑆𝑒𝐶𝑟1: “Level of patching of part 𝐸 in the constituent 𝒜(𝑉) of node 𝑉”. 

The corresponding component vulnerability of part 𝐸 into the constituent 

𝒜(𝑉) is 𝑢1(𝐸) that is the inverse of the valuation 𝑠2(𝐸) in Example 3.4. 

In the discrete case, if 𝑠2(𝐸) ∈ {𝜀, (1 𝜅⁄ ), 𝜈}, with 0 < 𝜀 ≪ ∞, 1 < 𝜅 ≪

∞ and 𝜈 ≫ 1, then 𝑢1(𝐸) = 1 𝜀⁄  stands great vulnerability for unpatched 
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part 𝐸, 𝑢1(𝐸) = 𝜅 moderate vulnerability for not adequately patched part 

𝐸 and 𝑢1(𝐸) = 1 𝜈⁄  small vulnerability for fully patched part 𝐸. 

2)  “Amount of compromises of part 𝐸 in the constituent 𝒜(𝑉) of node 𝑉”. 

The corresponding component vulnerability of part 𝐸 into the constituent 

𝒜(𝑉) is 𝑢2(𝐸) that is the inverse of the valuation 𝑠3(𝐸) in Example 3.4. 

Note that in the discrete case, if 𝑠2(𝐸) ∈ {𝜀, (1 𝜅⁄ ), 𝜈}, with 0 < 𝜀 ≪ ∞, 

1 < 𝜅 ≪ ∞ and 𝜈 ≫ 1, then 𝑢2(𝐸) = 1 𝜀⁄  stands great vulnerability for 

low amount of compromises of part 𝐸 , 𝑢2(𝐸) = 𝜅  moderate 

vulnerability for moderate amount of compromises of part 𝐸  and 

𝑢2(𝐸) = 1 𝜈⁄  small vulnerability for large amount of compromises of part 

𝐸.  

 

3) 𝑆𝑒𝐶𝑟3: “Is part 𝐸 in the constituent 𝒜(𝑉) of node 𝑉 in the first line of 

defense? Or is it protected by another defense component? ” The 

corresponding component vulnerability of part 𝐸  into the constituent 

𝒜(𝑉) is 𝑢3(𝐸) that is the inverse of the valuation 𝑠8(𝐸) in Example I.1. In 

the discrete case, if 𝑠8(𝐸) ∈ {𝜀, (1 𝜅⁄ ), 𝜈}, with 0 < 𝜀 ≪ ∞, 1 < 𝜅 ≪ ∞ 

and 𝜈 ≫ 1 , then 𝑢3(𝐸) = 1 𝜀⁄  stands great vulnerability for a little 

protected part 𝐸 , 𝑢3(𝐸) = 𝜅  moderate vulnerability for a moderately 

protected part 𝐸, while 𝑢3(𝐸) = 1 𝜈⁄  small vulnerability for a very well 

protected part 𝐸. 
 

4) 𝑆𝑒𝐶𝑟4: “Are all security functions automated or there is human-in-the-loop 

process?” The corresponding component vulnerability of part 𝐸 into the 

constituent 𝒜(𝑉) is 𝑢4(𝐸) that is the inverse of the valuation 𝑠17(𝐸) in 

Example 3.4.  In the discrete case, if 𝑠17(𝐸) ∈ {𝜀, (1 𝜅⁄ ), 𝜈} , with 

0 < 𝜀 ≪ ∞ , 1 < 𝜅 ≪ ∞  and 𝜈 ≫ 1 , then 𝑢4(𝐸) = 1 𝜀⁄  stands great 

vulnerability for few automated safety functions, 𝑢4(𝐸) = 𝜅  moderate 

vulnerability for several automated safety functions and 𝑢4(𝐸) = 1 𝜈⁄  

small vulnerability for many automated safety functions. 
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5) 𝑆𝑒𝐶𝑟5:Is any security police (cryptographic process) in place? ” The 

corresponding component vulnerability of part 𝐸  into the constituent 

𝒜(𝑉) is 𝑢5(𝐸) that is the inverse of the valuation 𝑠20(𝐸) in Example 3.4.  

In the discrete case, if 𝑠20(𝐸) ∈ {𝜀, (1 𝜅⁄ ), 𝜈}  with 0 < 𝜀 ≪ ∞ , 

1 < 𝜅 ≪ ∞ and 𝜈 ≫ 1, then 𝑢5(𝐸) = 1 𝜀⁄  stands great vulnerability for 

a little detailed security police, 𝑢5(𝐸) = 𝜅 moderate vulnerability for a 

sufficiently detailed security police and 𝑢5(𝐸) = 1 𝜈⁄  small vulnerability 

for a very detailed security police.  

 

Remark 4.4. A basic and reasonable question arises immediately and may be 

constitute the central subject of discussion in subsequent additional scientific 

studies. The question relates to the objectivity and/or subjectivity in the choice of 

the numerical characteristics (:objective quantifiable Criteria) of a device and a 

resource element (see Definitions 3.2 and 4.1): given that it is very doubtful 

whether the considered set of numerical characteristics could be considered as 

exhaustive, one wonders if the above approach is ultimately reliable. Equivalently, 

if a scientific entity considers a set of numerical characteristics and if another 

scientific entity considers a different set of numerical characteristics, then how 

much the two approaches will differ or diverge? Certainly, the issue of rational 

choice of specifications, characteristics and criteria is more general. An initial 

attempt to set up an appropriate theory has begun in [13] for the choice of 

characteristics and associated numerical values in a systemic geopolitical 

modeling. However, the question is much general and as such will be considered 

at a forthcoming article. At present, for the purposes of the present work, we will 

make the following technical and often realistic assumption. 

Assumption 4.5. We will uninterruptedly assume that the numerical 

characteristics in Definitions 3.2 and 4.1 are always chosen rationally and 
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objectively, using an exhaustive algorithmic process which is commonly 

accepted, documented and tested.   

 

Both effectiveness states  

𝑈𝑊[𝑥1, 𝑥2, 𝑥3, 𝑡 ] �𝑓𝑟�𝑑𝑒𝑣1
(𝑉)�� , … ,𝑈𝑊[𝑥1, 𝑥2, 𝑥3, 𝑡 ] �𝑓𝑟�𝑑𝑒𝑣ℳ𝑉

(𝑉)�� 

and applicability situations  

𝑈𝑊[𝑥1, 𝑥2, 𝑥3, 𝑡 ] �𝑓𝑟�𝑟𝑒𝑠1
(𝑉)�� , … ,𝑈𝑊[𝑥1, 𝑥2, 𝑥3, 𝑡 ] �𝑓𝑟�𝑟𝑒𝑠ℒ𝑉

(𝑉)�� 

are called cyber node fractional vulnerabilities of 𝑉 from the viewpoint of the 

(user(s) of) node 𝑊, at the spatiotemporal point (𝑥1, 𝑥2, 𝑥3, 𝑡 ). They are also 

denoted separately by 𝑓𝑟�𝜙𝜅
(𝑊⇝𝑉)� = 𝑓𝑟�𝜙𝜅

(𝑊⇝𝑉)�[𝑥1, 𝑥2, 𝑥3, 𝑡 ] , 𝜅 =

1,2, … ,ℳ𝑉 + ℒ𝑉, or by a vector vulnerability representation 

 𝑓𝑟�𝜙(𝑊⇝𝑉)� = 𝑓𝑟�𝜙(𝑊⇝𝑉)�[𝑥1, 𝑥2, 𝑥3, 𝑡 ] 

: = �𝑓𝑟�𝜙1
(𝑊⇝𝑉)�[𝑥1, 𝑥2, 𝑥3, 𝑡 ], � �… ,𝑓𝑟�𝜙 ℳ𝑉+ℒ𝑉

(𝑊⇝𝑉) �[𝑥1, 𝑥2, 𝑥3, 𝑡 ]�
𝑇
.  

If there is no risk of confusion, we will prefer write simply 

𝜙𝜅
(𝑊⇝𝑉) = 𝜙𝜅

(𝑊⇝𝑉)[𝑥1, 𝑥2, 𝑥3, 𝑡 ] , 𝜅 = 1,2, … ,ℳ𝑉 + ℒ𝑉 , or use the vector 

vulnerability representation 

𝜙𝜅
(𝑊⇝𝑉) = 𝜙𝜅

(𝑊⇝𝑉)[𝑥1, 𝑥2, 𝑥3, 𝑡 ]: = 

�𝜙1
(𝑊⇝𝑉)[𝑥1, 𝑥2, 𝑥3, 𝑡 ], ��… ,𝜙 ℳ𝑉+ℒ𝑉

(𝑊⇝𝑉) [𝑥1, 𝑥2, 𝑥3, 𝑡 ]�
𝑇
. 

In the total case, effectiveness states 

𝑈𝑊[𝑥1, 𝑥2, 𝑥3, 𝑡 ]�𝑑𝑒𝑣1
(𝑉)�, … ,𝑈𝑊[𝑥1, 𝑥2, 𝑥3, 𝑡 ]�𝑑𝑒𝑣ℳ𝑉

(𝑉)�  and applicability 

situations 𝑈𝑊[𝑥1, 𝑥2, 𝑥3, 𝑡 ]�𝑟𝑒𝑠1
(𝑉)�, … ,𝑈𝑊[𝑥1, 𝑥2, 𝑥3, 𝑡 ]�𝑟𝑒𝑠ℒ𝑉

(𝑉)�  are called 

cyber node vulnerabilities of 𝑉 from the viewpoint of the (user(s) of) node 𝑊 at 

the spatiotemporal point (𝑥1, 𝑥2, 𝑥3, 𝑡 ) and they are again denoted separately by 

𝜙𝜅
(𝑊⇝𝑉) = 𝜙𝜅

(𝑊⇝𝑉)[𝑥1, 𝑥2, 𝑥3, 𝑡 ], 𝜅 = 1,2, … ,ℳ𝑉 + ℒ𝑉 , or by the joint vector 

vulnerability representation  
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𝜙(𝑊⇝𝑉) = 𝜙(𝑊⇝𝑉)[𝑥1, 𝑥2, 𝑥3, 𝑡 ]: = 

�𝜙𝑉,1
(𝑊)[𝑥1, 𝑥2, 𝑥3, 𝑡 ], … ,𝜙𝑉,ℳ𝑉+ℒ𝑉

(𝑊) [𝑥1,𝑥2, 𝑥3, 𝑡 ]�
𝑇
. 

By analogy, both available effectiveness states  

𝑈𝑊[𝑥1, 𝑥2, 𝑥3, 𝑡 ] �𝑓𝑟�𝑑𝑒𝑣1
(𝑉)�� , …, 𝑈𝑊[𝑥1, 𝑥2, 𝑥3, 𝑡 ] �𝑓𝑟�𝑑𝑒𝑣𝓂𝑉

(𝑉)�� 

and available applicability situations  

𝑈𝑊[𝑥1, 𝑥2, 𝑥3, 𝑡 ] �𝑓𝑟�𝑟𝑒𝑠1
(𝑉)�� , …, 𝑈𝑊[𝑥1, 𝑥2, 𝑥3, 𝑡 ] �𝑓𝑟�𝑟𝑒𝑠ℓ𝑉

(𝑉)�� 

are called available cyber node fractional vulnerabilities from the viewpoint of the 

(user(s) of) node 𝑊, at the spatiotemporal point (𝑥1, 𝑥2, 𝑥3, 𝑡 ). They are denoted 

separately by 𝑓𝑟�𝑐𝜅
(𝑊⇝𝑉)� = 𝑓𝑟�𝑐𝜅

(𝑊⇝𝑉)�[𝑥1, 𝑥2, 𝑥3, 𝑡 ] , 𝜅 = 1,2, … ,𝓂𝑉 + ℓ𝑉 , 

or jointly by a corresponding available node vector vulnerability representation  

𝑓𝑟�𝑐(𝑊⇝𝑉)� = 𝑓𝑟�𝑐(𝑊⇝𝑉)�[𝑥1, 𝑥2, 𝑥3, 𝑡 ] ≔ 

�𝑓𝑟�𝑐1
(𝑊⇝𝑉)�[𝑥1, 𝑥2, 𝑥3, 𝑡 ], … , � �𝑓𝑟�𝑐𝓂𝑉+ℓ𝑉

(𝑊⇝𝑉)�[𝑥1, 𝑥2, 𝑥3, 𝑡 ]�
𝑇
. 

If there is no risk of confusion, we will prefer write simply 

𝑐𝜅
(𝑊⇝𝑉) = 𝑐𝜅

(𝑊⇝𝑉)[𝑥1, 𝑥2, 𝑥3, 𝑡 ] , 𝜅 = 1,2, … ,𝓂𝑉 + ℓ𝑉 , or adopt the vector 

vulnerability representation 

𝑐𝜅
(𝑊⇝𝑉) = 𝑐𝜅

(𝑊⇝𝑉)[𝑥1, 𝑥2, 𝑥3, 𝑡 ] ≔ 

�𝑐1
(𝑊⇝𝑉)[𝑥1, 𝑥2, 𝑥3, 𝑡 ], ��… , 𝑐𝓂𝑉+ℓ𝑉

(𝑊⇝𝑉)[𝑥1, 𝑥2, 𝑥3, 𝑡 ]�
𝑇
. 

In total case, effectiveness states 

𝑈𝑊[𝑥1, 𝑥2, 𝑥3, 𝑡 ]�𝑑𝑒𝑣1
(𝑉)�, … ,𝑈𝑊[𝑥1, 𝑥2, 𝑥3, 𝑡 ]�𝑑𝑒𝑣𝓂𝑉

(𝑉)�  and applicability 

situations 𝑈𝑊[𝑥1, 𝑥2, 𝑥3, 𝑡 ]�𝑟𝑒𝑠1
(𝑉)�, …,  𝑈𝑊[𝑥1, 𝑥2, 𝑥3, 𝑡 ]�𝑟𝑒𝑠ℓ𝑉

(𝑉)�  are called 

available cyber node vulnerabilities from the viewpoint of the (user(s) of) node 𝑊 

at the spatiotemporal point (𝑥1, 𝑥2, 𝑥3, 𝑡 ) and they are also denoted separately by 

𝑐𝜅
(𝑊⇝𝑉) = 𝑐𝜅

(𝑊⇝𝑉)[𝑥1, 𝑥2, 𝑥3, 𝑡 ], 𝜅 = 1,2, … ,𝓂𝑉 + ℓ𝑉, or jointly by the available 

cyber node vector vulnerability representation 

𝑐𝑉
(𝑊) = 𝑐𝑉

(𝑊)[𝑥1, 𝑥2, 𝑥3, 𝑡 ] ≔ 
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�𝑐𝑉,1
(𝑊)[𝑥1, 𝑥2, 𝑥3, 𝑡 ], … , 𝑐𝑉,𝓂𝑉+ℓ𝑉

(𝑊) [𝑥1, 𝑥2, 𝑥3, 𝑡 ]�
𝑇
.   

In order to be more understandable, let us give a schematic example only 

for the indicative case of some of the above definitions in the total case.  

 𝑑𝑒𝑣1
(𝑉)  𝜙1

(𝑊⇝𝑉) = 𝑐1
(𝑊⇝𝑉)

= 𝑈𝑊[𝑥1,𝑥2,𝑥3, 𝑡 ]�𝑑𝑒𝑣1
(𝑉)� 

 

 ⋮  ⋮  

 
𝑑𝑒𝑣𝓂𝑉

(𝑉) 
 𝜙𝓂𝑉

(𝑊⇝𝑉) = 𝑐𝓂𝑉
(𝑊⇝𝑉)

= 𝑈𝑊[𝑥1,𝑥2,𝑥3, 𝑡 ]�𝑑𝑒𝑣𝓂𝑉
(𝑉)� 

 

 𝑑𝑒𝑣𝓂𝑉+1
(𝑉)   𝜙𝓂𝑉+1

(𝑊⇝𝑉) = 𝑈𝑊[𝑥1,𝑥2,𝑥3, 𝑡 ]�𝑑𝑒𝑣𝓂𝑉+1
(𝑉) �  

 ⋮  ⋮  

 𝑑𝑒𝑣ℳ𝑉

(𝑉)   𝜙ℳ𝑉

(𝑊⇝𝑉) = 𝑈𝑊[𝑥1,𝑥2,𝑥3, 𝑡 ]�𝑑𝑒𝑣ℳ𝑉

(𝑉) �  

 𝑟𝑒𝑠1
(𝑉)  𝜙ℳ𝑉+1

(𝑊⇝𝑉) = 𝑐𝓂𝑉+1
(𝑊)

= 𝑈𝑊[𝑥1,𝑥2,𝑥3, 𝑡 ]�𝑟𝑒𝑠1
(𝑉)� 

 

 ⋮  ⋮  

 𝑟𝑒𝑠ℓ𝑉
(𝑉)  𝜙ℳ𝑉+ℓ𝑉

(𝑊⇝𝑉) = 𝑐𝓂𝑉+ℓ𝑉
(𝑊⇝𝑉)

= 𝑈𝑊[𝑥1,𝑥2,𝑥3, 𝑡 ]�𝑟𝑒𝑠ℓ𝑉
(𝑉)� 

 

 𝑟𝑒𝑠ℓ𝑉+1
(𝑉)   𝜙ℳ𝑉+ℓ𝑉+1

(𝑊⇝𝑉) = 𝑈𝑊[𝑥1,𝑥2,𝑥3, 𝑡 ]�𝑟𝑒𝑠ℓ𝑉+1
(𝑉) �  

 ⋮  ⋮  

 𝑟𝑒𝑠ℒ𝑉
(𝑉)  𝜙ℳ𝑉+ℒ𝑉

(𝑊⇝𝑉) = 𝑈𝑊[𝑥1,𝑥2,𝑥3, 𝑡 ]�𝑟𝑒𝑠ℒ𝑉
(𝑉)�  

     
 

  

 

5  Node Supervisions 

We are now in position to proceed towards a qualitative/quantitative 

description of homorphisms between cyber nodes. Let 𝑊 and 𝑉 be two cyber 

nodes. We will presume the following notations for the sets of relative valuations 

of parts (fractions) of possible constituents: 

1) ℭ(𝑓𝑟𝑎𝑐𝑡𝑖𝑜𝑛)(𝑉) = ��𝑓𝑟 �𝑑𝑒𝑣1
(𝑉)� , … ,𝑓𝑟 �𝑑𝑒𝑣ℳ𝑉

(𝑉)� ,𝑓𝑟 �𝑟𝑒𝑠1
(𝑉)� , … ,𝑓𝑟 �𝑟𝑒𝑠ℒ𝑉

(𝑉)��
𝑇

: �   

𝑓𝑟 �𝑑𝑒𝑣𝑘
(𝑉)� 𝑖𝑠 𝑝𝑎𝑟𝑡 𝑜𝑓 𝑝𝑜𝑠𝑠𝑖𝑏𝑙𝑒 𝑑𝑒𝑣𝑖𝑐𝑒 𝑑𝑒𝑣𝑘

(𝑉) 𝑜𝑓 𝑉,  

𝑘 = 1,2, … ,ℳ𝑉  ,𝑤𝑖𝑡ℎ  ℳ𝑉 ∈ ℕ  

Vector of cyber 
node resource 

vulnerabilities of 𝑉 
from the viewpoint 

of 𝑊 

Vector of available 
cyber node resource 
vulnerabilities of 𝑉 
from the viewpoint 

of 𝑊 

Vector of cyber 
node device 

vulnerabilities of 
𝑉 from the 

viewpoint of 𝑊 

Vector of 
available cyber 

node device 
vulnerabilities of 

𝑉 from the 
viewpoint of 𝑊 

Column 

(Vector) of 

all possible 

node 

constituents 

Column 

(Vector) of 

cyber-node 

vulnerabilities 

Available 

node devices 

(: Available 

node device 

standard) 

Node devices (: 
Node device 

standard) 

Available node 

resources        

(: Available 

node resource 

standard) 

Node resources       

(: Node 

resource 

standard) 
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𝑎𝑛𝑑 𝑓𝑟 �𝑟𝑒𝑠𝜉
(𝑉)� 𝑖𝑠 𝑝𝑎𝑟𝑡 𝑜𝑓 𝑝𝑜𝑠𝑠𝑖𝑏𝑙𝑒 𝑟𝑒𝑠𝑜𝑢𝑟𝑐𝑒 𝑟𝑒𝑠𝜉

(𝑉) 𝑜𝑓 𝑉, 

𝜉 = 1,2, … ,  ℒ𝑉 ,𝑤𝑖𝑡ℎ � ℒ𝑉 ∈ ℕ} : the set of all ordered 

columns of possible parts (fractions) of constituents 

�𝑓𝑟 �𝑑𝑒𝑣1
(𝑉)� , … , 𝑓𝑟 �𝑑𝑒𝑣ℳ𝑉

(𝑉)� ,𝑓𝑟 �𝑟𝑒𝑠1
(𝑉)� , … ,𝑓𝑟 �𝑟𝑒𝑠ℒ𝑉

(𝑉)��
𝑇
 of 𝑉;  

2) 𝒮𝑊ℭ(𝑓𝑟𝑎𝑐𝑡𝑖𝑜𝑛)(𝑉) =

��𝑆𝑊[𝑥1,𝑥2,𝑥3, 𝑡 ] �𝑓𝑟 �𝑑𝑒𝑣1
(𝑉)�� , … , 𝑆𝑊[𝑥1,𝑥2,𝑥3, 𝑡 ] �𝑓𝑟 �𝑑𝑒𝑣ℳ𝑉

(𝑉)�� , �� 

�𝑆𝑊[𝑥1, 𝑥2, 𝑥3, 𝑡,  𝑖𝑑𝑡 ] �𝑓𝑟�𝑟𝑒𝑠1
(𝑉)�� , … , 𝑆𝑊[𝑥1, 𝑥2, 𝑥3, 𝑡 ] �𝑓𝑟�𝑟𝑒𝑠ℒ𝑉

(𝑉)���
𝑇

:  

𝑆𝑊[𝑥1, 𝑥2, 𝑥3, 𝑡 ] �𝑓𝑟�𝑑𝑒𝑣𝑘
(𝑉)��  𝑖𝑠 𝑣𝑎𝑙𝑢𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑝𝑎𝑟𝑡  

𝑜𝑓 𝑝𝑜𝑠𝑠𝑖𝑏𝑙𝑒 𝑑𝑒𝑣𝑖𝑐𝑒 𝑖𝑛 𝑉 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑊,  𝑘 ≤ ℳ𝑉 𝑤𝑖𝑡ℎ ℳ𝑉 ∈ ℕ  

𝑆𝑊[𝑥1, 𝑥2, 𝑥3, 𝑡 ] �𝑓𝑟 �𝑟𝑒𝑠𝜉
(𝑉)��  𝑖𝑠 𝑣𝑎𝑙𝑢𝑎𝑡𝑖𝑜𝑛  

𝑜𝑓 𝑝𝑜𝑠𝑠𝑖𝑏𝑙𝑒 𝑟𝑒𝑠𝑜𝑢𝑟𝑐𝑒  𝑖𝑛 𝑉 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑊, 𝜉 ≤ ℒ𝑉  𝑤𝑖𝑡ℎ  ℒ𝑉 ∈ ℕ , 

�𝑎𝑡 𝑡ℎ𝑒 𝑠𝑝𝑎𝑡𝑖𝑜𝑡𝑒𝑚𝑝𝑜𝑟𝑎𝑙 𝑝𝑜𝑖𝑛𝑡 (𝑥1, 𝑥2, 𝑥3, 𝑡)  ∈ ℝ3 × [0,1]} : 

the set of all ordered columns of relative valuations of parts (fractions) of 

possible constituents of 𝑉, from the viewpoint of the (user(s) of) node 𝑊, 

over the space time ℝ3 × [0,1];  
 

3) 𝒰𝑊ℭ(𝑓𝑟𝑎𝑐𝑡𝑖𝑜𝑛)(𝑉) =

��𝑈𝑊[𝑥1, 𝑥2, 𝑥3, 𝑡 ] �𝑓𝑟�𝑑𝑒𝑣1
(𝑉)�� , … ,𝑈𝑊[𝑥1, 𝑥2, 𝑥3, 𝑡 ] �𝑓𝑟�𝑑𝑒𝑣ℳ𝑉

(𝑉)�� , �� 

�𝑈𝑊[𝑥1, 𝑥2, 𝑥3, 𝑡,  𝑖𝑑𝑡 ] �𝑓𝑟�𝑟𝑒𝑠1
(𝑉)�� , … ,𝑈𝑊[𝑥1, 𝑥2, 𝑥3, 𝑡 ] �𝑓𝑟�𝑟𝑒𝑠ℒ𝑉

(𝑉)���
𝑇

:  

𝑈𝑊[𝑥1, 𝑥2, 𝑥3, 𝑡 ] �𝑓𝑟�𝑑𝑒𝑣𝑘
(𝑉)��  𝑖𝑠 𝑣𝑢𝑙𝑛𝑒𝑟𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑜𝑓 𝑝𝑎𝑟𝑡  

𝑜𝑓 𝑝𝑜𝑠𝑠𝑖𝑏𝑙𝑒 𝑑𝑒𝑣𝑖𝑐𝑒 𝑖𝑛 𝑉 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑊,  𝑘 ≤ ℳ𝑉 𝑤𝑖𝑡ℎ ℳ𝑉 ∈ ℕ  

𝑈𝑊[𝑥1, 𝑥2, 𝑥3, 𝑡 ] �𝑓𝑟 �𝑟𝑒𝑠𝜉
(𝑉)��  𝑖𝑠 𝑣𝑢𝑙𝑛𝑒𝑟𝑎𝑏𝑖𝑙𝑖𝑡𝑦   
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𝑜𝑓 𝑝𝑜𝑠𝑠𝑖𝑏𝑙𝑒 𝑟𝑒𝑠𝑜𝑢𝑟𝑐𝑒  𝑖𝑛 𝑉 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑊, 𝜉 ≤ ℒ𝑉  𝑤𝑖𝑡ℎ  ℒ𝑉 ∈ ℕ,  

�𝑎𝑡 𝑡ℎ𝑒 𝑠𝑝𝑎𝑡𝑖𝑜𝑡𝑒𝑚𝑝𝑜𝑟𝑎𝑙 𝑝𝑜𝑖𝑛𝑡 (𝑥1, 𝑥2, 𝑥3, 𝑡)  ∈ ℝ3 × [0,1]}: 

the set of all ordered columns of relative vulnerabilities of parts (fractions) 

of possible constituents in 𝑉, from the viewpoint of the (user(s) of) node 

𝑊, over ℝ3 × [0,1]. 

Definition 5.1. Let 𝑊 and 𝑉 be two cyber nodes. The combinatorial triplet  

𝒫 = 𝒫(𝑉) = �ℭ(𝑓𝑟𝑎𝑐𝑡𝑖𝑜𝑛)(𝑉),𝒮𝑊ℭ(𝑓𝑟𝑎𝑐𝑡𝑖𝑜𝑛)(𝑉),𝒰𝑊ℭ(𝑓𝑟𝑎𝑐𝑡𝑖𝑜𝑛)(𝑉) � 

will be called the cyber-field of 𝑉 from the viewpoint of the users of 𝑊.Its 

elements are threefold cyber situations which will be represented by 𝓅 . 

Especially, if 𝑊 = 𝑉, the cyber-field 𝒫 = 𝒫(𝑉) will be called the cyber-purview 

of 𝑉  and will be denoted  𝒫(𝑠𝑒𝑙𝑓) = 𝒫(𝑠𝑒𝑙𝑓)(𝑉) . Its elements are special 

threefold cyber situations called self-perceived sites and they are represented by 

the general form �̂�. 

 Let now 𝑊 be a given cyber node and 𝑓𝑟�𝐶(𝑉)� be a given cyber-vector in 

a fixed constituent  

𝐶(𝑉) = �𝑑𝑒𝑣1
(𝑉), … , 𝑑𝑒𝑣𝓂𝑉

(𝑉), … ,𝑑𝑒𝑣ℳ𝑉

(𝑉)  , 𝑟𝑒𝑠1
(𝑉), … , 𝑟𝑒𝑠ℓ𝑉

(𝑉), … , 𝑟𝑒𝑠ℒ𝑉
(𝑉)�

𝑇
 

of 𝑉. Its cyber states are  

�𝑑𝑒𝑣1
(𝑉)�, … ,𝑓𝑟�𝑑𝑒𝑣𝓂𝑉

(𝑉)�, … 𝑓𝑟�𝑑𝑒𝑣ℳ𝑉

(𝑉)�,𝑓𝑟�𝑟𝑒𝑠1
(𝑉)�, … ,𝑓𝑟�𝑟𝑒𝑠ℓ𝑉

(𝑉)�, … , 𝑓𝑟�𝑟𝑒𝑠ℒ𝑉
(𝑉)�.  

Then any two threefold cyber situations 𝓅 and �̂� on the node 𝑉 ∈ 𝑜𝑏�𝑐𝑦(𝑡)� 

from the viewpoint of the users of node 𝑊, situated in the cyber fields  

𝒫 ≡ (𝔘𝒫)ℳ𝑉+ℒ𝑉 × ℝ(ℳ𝑉+ℒ𝑉)×𝔫 × ℝ(ℳ𝑉+ℒ𝑉)×𝔪 and  

𝒫(𝑠𝑒𝑙𝑓) ≡ (𝔘𝒫)ℳ𝑉+ℒ𝑉 × ℝ(ℳ𝑉+ℒ𝑉)×𝔫 × ℝ(ℳ𝑉+ℒ𝑉)×𝔪  

respectively, can simply be viewed as two ordered pairs  

𝓅 = ( 𝕊𝑊→𝑉,𝕌𝑊→𝑉) = ��𝑠𝑖,𝑗�, �𝑢𝑖,𝑗�� ∈ ℝ(ℳ𝑉+ℒ𝑉)×𝔫 × ℝ(ℳ𝑉+ℒ𝑉)×𝔪  

and 
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 �̂� = �𝕊�𝑉→𝑉,𝕌�𝑉→𝑉� = ���̂�𝑖,𝑗�, �𝑢�𝑖,𝑗�� ∈ ℝ(ℳ𝑉+ℒ𝑉)×𝔫 × ℝ(ℳ𝑉+ℒ𝑉)×𝔪  

respectively, with 

𝕊𝑊→𝑉 = 𝕊𝑊→𝑉 �𝑓𝑟�𝐶(𝑉)�� = 

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎛ 𝑆𝑊 �𝑓𝑟�𝑑𝑒𝑣1

(𝑉)�� =  𝑆𝑊[𝑥1,𝑥2,𝑥3, 𝑡 ] �𝑓𝑟�𝑑𝑒𝑣1
(𝑉)�� = �𝑠𝑊,1 �𝑓𝑟�𝑑𝑒𝑣1

(𝑉)���������������
=:𝛽1,1

(𝑊⇝𝑉)

, 𝑠𝑊,2 �𝑓𝑟�𝑑𝑒𝑣1
(𝑉)���������������

=:𝛽1,2
(𝑊⇝𝑉)

, … , 𝑠𝑊,𝔫 �𝑓𝑟�𝑑𝑒𝑣1
(𝑉)���������������

=:𝛽1,𝔫
(𝑊⇝𝑉)

�

⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯

𝑆𝑊 �𝑓𝑟�𝑑𝑒𝑣𝓂𝑉
(𝑉)�� =  𝑆𝑊[𝑥1,𝑥2,𝑥3, 𝑡 ] �𝑓𝑟�𝑑𝑒𝑣𝓂𝑉

(𝑉)�� =

⎝

⎛𝑠𝑊,1 �𝑓𝑟�𝑑𝑒𝑣𝓂𝑉
(𝑉)���������������

=:𝛽𝓂𝑉,1
(𝑊⇝𝑉)

, 𝑠𝑊,2 �𝑓𝑟�𝑑𝑒𝑣𝓂𝑉
(𝑉)���������������

=:𝛽𝓂𝑉,2
(𝑊⇝𝑉)

, … , 𝑠𝑊,𝔫 �𝑓𝑟�𝑑𝑒𝑣𝓂𝑉
(𝑉)���������������

=:𝛽𝓂𝑉,𝔫
(𝑊⇝𝑉) ⎠

⎞

⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯

𝑆𝑊 �𝑓𝑟�𝑑𝑒𝑣ℳ𝑉

(𝑉) �� =  𝑆𝑊[𝑥1,𝑥2,𝑥3, 𝑡 ] �𝑓𝑟�𝑑𝑒𝑣ℳ𝑉

(𝑉) �� =

⎝

⎜
⎛
𝑠𝑊,1 �𝑓𝑟�𝑑𝑒𝑣ℳ𝑉

(𝑉) ���������������
=:𝛽ℳ𝑉,1

(𝑊⇝𝑉)

, 𝑠𝑊,2 �𝑓𝑟�𝑑𝑒𝑣ℳ𝑉

(𝑉) ���������������
=:𝛽ℳ𝑉,2

(𝑊⇝𝑉)

, … , 𝑠𝑊,𝔫 �𝑓𝑟�𝑑𝑒𝑣ℳ𝑉

(𝑉) ���������������
=:𝛽ℳ𝑉,𝔫

(𝑊⇝𝑉)

⎠

⎟
⎞

𝑆𝑊 �𝑓𝑟�𝑟𝑒𝑠1
(𝑉)�� =  𝑆𝑊[𝑥1,𝑥2,𝑥3, 𝑡 ] �𝑓𝑟�𝑟𝑒𝑠1

(𝑉)�� =

⎝

⎜
⎛
𝑠𝑊,1 �𝑓𝑟�𝑟𝑒𝑠1

(𝑉)�������������
=:𝛽ℳ𝑉+1,1

(𝑊⇝𝑉)

, 𝑠𝑊,2 �𝑓𝑟�𝑟𝑒𝑠1
(𝑉)�������������

=:𝛽ℳ𝑉+1,2
(𝑊⇝𝑉)
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(𝑉)�������������

=:𝜙�𝓂𝑉,1
(𝑊⇝𝑉)

,𝑢𝑉,2 �𝑓𝑟�𝑑𝑒𝑣𝓂𝑉
(𝑉)�������������

=:𝜙�𝓂𝑉,2
(𝑊⇝𝑉)

, … ,𝑢𝑉,𝔪 �𝑓𝑟�𝑑𝑒𝑣𝓂𝑉
(𝑉)���������������

=:𝜙�𝓂𝑉,𝔪
(𝑊⇝𝑉) ⎠

⎞

⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯

𝑈𝑉 �𝑓𝑟�𝑑𝑒𝑣ℳ𝑉

(𝑉) �� =  𝑈𝑉[𝑥1,𝑥2,𝑥3, 𝑡 ] �𝑓𝑟�𝑑𝑒𝑣ℳ𝑉

(𝑉) �� =

⎝

⎜
⎛
𝑢𝑉,1 �𝑓𝑟�𝑑𝑒𝑣ℳ𝑉

(𝑉) ���������������
=:𝜙�ℳ𝑉,1

(𝑊⇝𝑉)

,𝑢𝑉,2 �𝑓𝑟�𝑑𝑒𝑣ℳ𝑉

(𝑉) ���������������
=:𝜙�ℳ𝑉,2

(𝑊⇝𝑉)

, … ,𝑢𝑉,𝔪 �𝑓𝑟�𝑑𝑒𝑣ℳ𝑉

(𝑉)���������������
=:𝜙�ℳ𝑉,𝔪

(𝑊⇝𝑉)

⎠

⎟
⎞

𝑈𝑉 �𝑓𝑟�𝑟𝑒𝑠1
(𝑉)�� =  𝑈𝑉[𝑥1,𝑥2,𝑥3, 𝑡 ] �𝑓𝑟�𝑟𝑒𝑠1

(𝑉)�� =

⎝

⎜
⎛
𝑢𝑉,1 �𝑓𝑟�𝑟𝑒𝑠1

(𝑉)�������������
=:𝜙�ℳ𝑉+1,1

(𝑊⇝𝑉)

,𝑢𝑉,2 �𝑓𝑟�𝑟𝑒𝑠1
(𝑉)�������������

=:𝜙�ℳ𝑉+1,2
(𝑊⇝𝑉)

, … ,𝑢𝑉,𝔪 �𝑓𝑟�𝑟𝑒𝑠1
(𝑉)�������������

=:𝜙�ℳ𝑉+1,𝔪
(𝑊⇝𝑉)

⎠

⎟
⎞

⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯

𝑈𝑉 �𝑓𝑟�𝑟𝑒𝑠ℓ𝑉
(𝑉)�� =  𝑈𝑉[𝑥1,𝑥2,𝑥3, 𝑡 ] �𝑓𝑟�𝑟𝑒𝑠ℓ𝑉

(𝑉)�� =

⎝

⎜
⎛
𝑢𝑉,1 �𝑓𝑟�𝑟𝑒𝑠ℓ𝑉

(𝑉)�������������
=:𝜙�ℳ𝑉+ℓ𝑉,1

(𝑊⇝𝑉)

,𝑢𝑉,2 �𝑓𝑟�𝑟𝑒𝑠ℓ𝑉
(𝑉)�������������

=:𝜙�ℳ𝑉+ℓ𝑉,2
(𝑊⇝𝑉)

, … ,𝑢𝑉,𝔪 �𝑓𝑟�𝑟𝑒𝑠ℓ𝑉
(𝑉)�������������

=:𝜙�ℳ𝑉+ℓ𝑉,𝔪
(𝑊⇝𝑉)

⎠

⎟
⎞

⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯

𝑈𝑉 �𝑓𝑟�𝑟𝑒𝑠ℒ𝑉
(𝑉)�� =  𝑈𝑉[𝑥1,𝑥2,𝑥3, 𝑡 ] �𝑓𝑟�𝑟𝑒𝑠ℒ𝑉

(𝑉)�� =

⎝

⎜
⎛
𝑢𝑉,1 �𝑓𝑟�𝑟𝑒𝑠ℒ𝑉

(𝑉)�������������
=:𝜙�ℳ𝑉+ℒ𝑉,1

(𝑊⇝𝑉)

,𝑢𝑉,2 �𝑓𝑟�𝑟𝑒𝑠ℒ𝑉
(𝑉)�������������

=:𝜙�ℳ𝑉+ℒ𝑉,2
(𝑊⇝𝑉)

, … ,𝑢𝑉,𝔪 �𝑓𝑟�𝑟𝑒𝑠ℒ𝑉
(𝑉)�������������

=:𝜙�ℳ𝑉+ℒ𝑉,𝔪
(𝑊⇝𝑉)

⎠

⎟
⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎞

. 
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Without any loss of generality, we may suppose the numbers ℳ𝑉 + ℒ𝑉 

and ℳ𝑊 + ℒ𝑊 are enough large, so that ℳ𝑉 + ℒ𝑉 = ℳ𝑊 + ℒ𝑊, for any two 

cyber nodes 𝑊 and 𝑉. To simplify the notation, we set  

𝒩 ≔ℳ𝑉 + ℒ𝑉 = ℳ𝑊 + ℒ𝑊. 

Definition 5.2. Let 𝑊 and 𝑉 be two cyber nodes. The supervision of 𝑉 in 

the system of the two nodes 𝑉 and 𝑊 at a given time moment 𝑡 ∈ [0,1] is 

defined to be the pair  

(𝑧1, 𝜁1) = (𝑧1, 𝜁1)(𝑡) ∈ ℂ𝒩×𝔫 × ℂ𝒩×𝔪 

with  

𝑧1 = 𝕊𝑊→𝑉 + 𝑖𝕊�𝑉→𝑉 , 𝜁1 = 𝕌𝑊→𝑉 + 𝑖𝕌�𝑉→𝑉, 

and such that 

• 𝑖: = √−1 = (0,1) ∈ ℂ, 

• (𝕊𝑊→𝑉 ,𝕌𝑊→𝑉) = ��𝑠𝑖,𝑗�, �𝑢𝑖,𝑗�� ∈ ℝ𝒩×𝔫 × ℝ𝒩×𝔪 and  

• �𝕊�𝑉→𝑉,𝕌�𝑉→𝑉� = ���̂�𝑖,𝑗�, �𝑢�𝑖,𝑗�� ∈ ℝ𝒩×𝔫 × ℝ𝒩×𝔪. ] 

The complex matrices 𝑧1 and 𝜁1 are called supervisory perceptions of 𝑉 in the 

system of nodes 𝑉 and 𝑊 at the moment 𝑡. The piecewise continuous mapping 

𝛿𝑉 ≡ 𝛿[(𝑉,𝑊)⇝𝑉] defined by 

𝛿𝑉: [0,1] → ℂ𝒩×𝔫 × ℂ𝒩×𝔪: 𝑡 ↦ 𝛿𝑉(𝑡) = (𝑧1, 𝜁1)(𝑡)

≡ �𝕊𝑊→𝑉 + 𝑖𝕊�𝑉→𝑉 ,𝕌𝑊→𝑉 + 𝑖𝕌�𝑉→𝑉�(𝑡) 

is the supervisory perception curve of 𝑉 in the node system (𝑉,𝑊). Its image 

𝛿𝑉∗ = 𝛿𝑉 ([0,1]) is called universal supervision of 𝑉 in the node system (𝑉,𝑊), 

while any subset 𝛿𝑉(𝐼) = {𝛿𝑉(𝑡): 𝑡 ∈ 𝐼 ⊂ [0,1]} of 𝛿𝑉([0,1]) is said to be a 

partial supervisory perception of 𝑉 in the system of the two nodes 𝑉 and 𝑊.  

If, according to Remarks 3.3 and 4.2, the component valuations 

𝑠𝑊,𝑘 �𝑓𝑟�𝐶(𝑉)�� or vulnerabilities 𝑢𝑊,𝑗 �𝑓𝑟�𝐶(𝑉)�� of a given part 𝑓𝑟�𝐶(𝑉)� in 

the cyber-node 𝑉 extent onto the real projective line ℝℙ1 of ℝ, then any two 
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threefold cyber situations 𝓅  and �̂�  in the corresponding cyber fields 𝒫 ≡

(𝔘𝒫)𝒩 × (ℝℙ1)𝒩×𝔫 × (ℝℙ1)𝒩×𝔪  and 𝒫(𝑠𝑒𝑙𝑓) ≡ (𝔘𝒫)𝒩 × (ℝℙ1)𝒩×𝔫 ×

(ℝℙ1)𝒩×𝔪 can be viewed as two ordered pairs  

𝓅 = (𝕊𝑊→𝑉,𝕌𝑊→𝑉) = ��𝑠𝑖,𝑗�, �𝑢𝑖,𝑗�� ∈ (ℝℙ1)𝒩×𝔫 × (ℝℙ1)𝒩×𝔪 and  

�̂� = �𝕊�𝑉→𝑉,𝕌�𝑉→𝑉� = ���̂�𝑖,𝑗�, �𝑢�𝑖,𝑗�� ∈ (ℝℙ1)𝒩×𝔫 × (ℝℙ1)𝒩×𝔪  

respectively. In such a case, the set 𝛿𝑉∗  of extended universal supervisions of 𝑉 

in the system of the two nodes 𝑉 and 𝑊 consists of all ordered pairs �𝕊𝑊→𝑉 +

𝑖𝕊𝑉→𝑉,𝕌𝑊→𝑉+𝑖𝕌𝑉→𝑉∈ℂℙ1𝒩×𝔫×ℂℙ1𝒩×𝔪, which are defined in such a 

way that a column in the matrices (ℂℙ1)𝒩×𝔫 and (ℂℙ1)𝒩×𝔪 is considered to be 

infinite if and only if the real or the imaginary part of an element of the column 

becomes infinite. Here ℂℙ1 denotes, as usually, the complex projective line (: the 

Riemann sphere 𝑆3). We need the following.  

Theorem 5.2. The 𝒩−fold symmetric product of ℂℙ1  is homeomorphic to 

ℂℙ𝒩.  

Sketch of Proof. One can be trying to understand the space obtained by taking 

the Cartesian product ℂℙ1 × ℂℙ1 and identifying some of its points by the rule 

(𝑥,𝑦) ∼ (𝑦, 𝑥). Viewing ℂℙ1 as a CW complex with one 0-cell and one 2-cell, 

we can compute the homology of ℂℙ1 × ℂℙ1/∼ which matches that of ℂℙ2 but 

we can't seem to visualize an "obvious" homeomorphism between the two spaces. 

The question is the following:  

 is ℂℙ1 × ℂℙ1/∼ homeomorphic to ℂℙ2 and,  

 if so, how? 

We believe we are on the right track, and a homeomorphism from ℂℙ1 ×

ℂℙ1/∼ to ℂℙ2 is given by  

[((𝑧1: 𝑧2), (𝑤1:𝑤2))] ↦ (𝑧1𝑤1: 𝑧2𝑤2: 𝑧1𝑤2 + 𝑧2𝑤1). 

Note that elements of the form [(1: 𝑧), (1:𝑤)] map to (1: 𝑧𝑤: 𝑧 + 𝑤), i.e., the 

coordinates are given by the elementary symmetric functions of z and w, so the 
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map is a homeomorphism restricted to this subspace onto the subspace of ℂℙ2 

given by points with non-zero first coordinate. We have not worked out all the 

details, but we are pretty sure that this argument can be promoted to show that the 

map is actually a homeomorphism between your spaces. To see this in the 2−fold 

case: consider homogeneous polynomials of degree two ℂ[𝑥,𝑦](2)  whose 

elements are of the form 𝑎𝑥2 + 𝑏𝑥𝑦 + 𝑐𝑦2 and notice that for 𝜆 ∈ ℂ∗, it holds  

𝜆[𝑎𝑥02 + 𝑏𝑥0𝑦0 + 𝑐𝑦02] = 0 ⟺ 𝑎𝑥02 + 𝑏𝑥0𝑦0 + 𝑐𝑦02 = 0. 

This allows us to identify points of ℂℙ2 with elements of ℂ[𝑥,𝑦](2)/∼, where ∼ 

identifies polynomials having the same roots. The map from ℂℙ2  to the 

symmetric product of two copies of ℂℙ1 is then given by 

(𝑎: 𝑏: 𝑐) ↦ 𝑎𝑥2 + 𝑏𝑥𝑦 + 𝑐𝑦2 = (𝛼𝑥 + 𝛽𝑦)(𝛼′𝑥 + 𝛽′𝑦) ↦ [(𝛼:𝛽), (𝛼′:𝛽′)] 

where the equality comes from the fundamental theorem of algebra.  

In view of this result, we are led to the following definition.  

Definition 5.3. Let 𝑊 and 𝑉 be two cyber nodes. The extended supervision 

of 𝑉 in the system of the two nodes 𝑉 and 𝑊 at a given time moment 𝑡 ∈ [0,1] 

is defined to be the pair  

(𝑧1, 𝜁1) = (𝑧1, 𝜁1)(𝑡) ∈ (ℂℙ𝒩)𝔫 × (ℂℙ𝒩)𝔪 ≡ (ℂℙ1)𝒩×𝔫 × (ℂℙ1)𝒩×𝔪 

with  

𝑧1 = 𝕊𝑊→𝑉 + 𝑖𝕊�𝑉→𝑉 , 𝜁1 = 𝕌𝑊→𝑉 + 𝑖𝕌�𝑉→𝑉, 

and such that 

• 𝑖: = √−1 = (0,1) ∈ ℂ, 

• (𝕊𝑊→𝑉 ,𝕌𝑊→𝑉) = ��𝑠𝑖,𝑗�, �𝑢𝑖,𝑗�� ∈ (ℝℙ1)𝒩×𝔫 × (ℝℙ1)𝒩×𝔪 and  

• �𝕊�𝑉→𝑉,𝕌�𝑉→𝑉� = ���̂�𝑖,𝑗�, �𝑢�𝑖,𝑗�� ∈ (ℝℙ1)𝒩×𝔫 × (ℝℙ1)𝒩×𝔪.  

The complex projective points 𝑧1  and 𝜁1  are called extended supervisory 

perceptions of 𝑉  in the system of nodes 𝑉  and 𝑊  at the moment 𝑡 . The 

piecewise continuous mapping 



N. J. Daras and A. Alexopoulos 103  

𝛿ℙ𝑉 ≡ 𝛿ℙ[(𝑉,𝑊)⇝𝑉] 

defined by 

𝛿ℙ𝑉: [0,1] → (ℂℙ𝒩)𝔫 × (ℂℙ𝒩)𝔪: 𝑡 ↦ 𝛿ℙ𝑉(𝑡) = (𝑧1, 𝜁1)(𝑡)

≡ �𝕊𝑊→𝑉 + 𝑖𝕊�𝑉→𝑉,𝕌𝑊→𝑉 + 𝑖𝕌�𝑉→𝑉�(𝑡) 

is the extended supervisory perception curve of 𝑉 in the node system (𝑉,𝑊). Its 

image 𝛿ℙ𝑉([0,1]) is called extended universal supervision of 𝑉 in the node 

system (𝑉,𝑊) , while any subset 𝛿ℙ𝑉(𝐼) = {𝛿ℙ𝑉(𝑡): 𝑡 ∈ 𝐼 ⊂ [0,1]}  of 

𝛿ℙ𝑉([0,1]) is said to be a partial extended supervisory perception of 𝑉 in the 

system of nodes 𝑉 and 𝑊.   

Provided there is no risk of confusion, we will denote indiscriminately 

with ℂ𝕄 either ℂ or ℂℙ . Further, in what will follow, we will adopt the 

common notation  

𝛾𝑉 ≡ 𝛾[(𝑉,𝑊)⇝𝑉][0,1] → ℂ𝕄𝒩×𝔫 × ℂ𝕄𝒩×𝔪: 𝑡 ↦ 𝛾𝑉(𝑡) = (𝑧1, 𝜁1)(𝑡)

≡ �𝕊𝑊→𝑉 + 𝑖𝕊�𝑉→𝑉 ,𝕌𝑊→𝑉 + 𝑖𝕌�𝑉→𝑉�(𝑡) 

for the two supervisory perception curves 𝛿𝑉 and 𝛿ℙ𝑉. Similarly, we will adopt 

the common notation 𝛾𝑉(𝐼) = {𝛾𝑉(𝑡): 𝑡 ∈ 𝐼 ⊂ [0,1]}  for the two supervisory 

perception sets 𝛿𝑉(𝐼) and 𝛿ℙ𝑉(𝐼). In particular, we will write 𝛾𝑉∗  for the two 

universal supervisions 𝛿𝑉([0,1]) and 𝛿ℙ𝑉([0,1]). With this notation, we are now 

in position to proceed further, as in the following Session.  

 

 

6  Cyber-Effects 

A momentary homomorphism 𝑔:𝑊 → 𝑉 between the two cyber nodes 

𝑉,𝑊 ∈ 𝑜𝑏�𝑐𝑦(𝑡)� is defined as a collection of mappings from a cyber field of 𝑊 

at time 𝑡 ∈ ]𝛼,𝛽[ ⊂⊂ [0,1] into a cyber field of 𝑉 at other times 𝑡′ ∈ [𝛼,𝛽].  

Definition 6.1. Let us consider the two supervisory perception sets 

Ω𝑉 = Ω[(𝑉,𝑊)⇝𝑉]([0,1]) ⊂ ℂ𝕄𝒩×𝔫 × ℂ𝕄𝒩×𝔪 and 



104                                     Cyber-Attacks and Proactive Defences  

 Ω𝑊 = Ω[(𝑉,𝑊)⇝𝑊]([0,1]) ⊂ ℂ𝕄𝒩×𝔫 × ℂ𝕄𝒩×𝔪. 

The momentary homomorphism 𝑔:𝑊 → 𝑉 can be rather understandable as an 

“adaptive” movement ℊ  between time-shifted partial (extended or not) 

supervisory perceptions of 𝑊 and 𝑉: 

ℊ: [𝛼,𝛽] ↦ 𝛺𝑊 × 𝛺𝑉: 𝑡 ↦ ℊ(𝑡): = �𝛾𝑊(𝑡), 𝛾𝑉(𝑡 + ∆𝑡)�. 

The shifted curve ℊ is called cyber-effect of 𝑊 on 𝑉.  

It is more appropriate to represent a cyber-effect as a collection of 

point-wise correspondences  

�ℊ𝑡: 𝛾𝑊(𝑡) ⟼ 𝛾𝑉′ (𝑡′)�
𝑡∈]𝛼,𝛽[

 (𝑡′: = 𝑡 + ∆𝑡), 

where we denote by 𝛾𝑊(𝑡)  and 𝛾𝑉′ (𝑡′)  the curves 𝛾[(𝑉,𝑊)⇝𝑊](𝑡)  and 

𝛾[(𝑉,𝑊)⇝𝑉](𝑡 + ∆𝑡), respectively. With this notation, at time 𝑡, a supervisory 

perception of 𝑊 in the system of nodes 𝑉, 𝑊:  

𝛾𝑊(𝑡) = �𝕊𝑉→𝑊 + 𝑖𝕊�𝑊→𝑊 ,𝕌𝑉→𝑊 + 𝑖𝕌�𝑊→𝑊� = 

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎛

𝛽1,1
(𝑉⇝𝑊) + 𝑖  �̂�1,1

(𝑊⇝𝑊)

⋯
𝛽𝓂𝑊,1

(𝑉⇝𝑊) + 𝑖  �̂�𝓂𝑊,1
(𝑊⇝𝑊)

…
⋯
⋯

𝛽1,𝔫
(𝑉⇝𝑊) + 𝑖  �̂�1,𝔫

(𝑊⇝𝑊)

⋯
𝛽𝓂𝑊,𝔫

(𝑉⇝𝑊) + 𝑖  �̂�𝓂𝑊,𝔫
(𝑊⇝𝑊)

⋯
𝛽ℳ𝑊,1

(𝑉⇝𝑊) + 𝑖  �̂�ℳ𝑊,1
(𝑊⇝𝑊)

𝛽ℳ𝑊+1,1
(𝑉⇝𝑊) + 𝑖  �̂�ℳ𝑊+1,1

(𝑊⇝𝑊)

⋯
⋯
⋯

⋯
𝛽ℳ𝑊,𝔫

(𝑉⇝𝑊) + 𝑖  �̂�ℳ𝑊,𝔫
(𝑊⇝𝑊)

𝛽ℳ𝑊+1,𝔫
(𝑉⇝𝑊) + 𝑖  �̂�ℳ𝑊+1,𝔫

(𝑊⇝𝑊)

⋯
𝛽ℳ𝑊+ℓ𝑊,1

(𝑉⇝𝑊) + 𝑖  �̂�ℳ𝑊+ℓ𝑊,1
(𝑊⇝𝑊)

⋯
𝛽𝒩,1

(𝑉⇝𝑊) + 𝑖  �̂�𝒩,1
(𝑊⇝𝑊)

⋯
⋯
⋯
⋯

⋯
𝛽ℳ𝑊+ℓ𝑊,𝔫

(𝑉⇝𝑊) + 𝑖  �̂�ℳ𝑊+ℓ𝑊,𝔫
(𝑊⇝𝑊)

⋯
𝛽𝒩,𝔫

(𝑉⇝𝑊) + 𝑖  �̂�𝒩,𝔫
(𝑊⇝𝑊)

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎞

,

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎛

𝜙1,1
(𝑉⇝𝑊) + 𝑖  𝜙�1,1

(𝑊⇝𝑊)

⋯
𝜙𝓂𝑊,1

(𝑉⇝𝑊) + 𝑖  𝜙�𝓂𝑊,1
(𝑊⇝𝑊)

…
⋯
⋯

𝜙1,𝔪
(𝑉⇝𝑊) + 𝑖  𝜙�1,𝔪

(𝑊⇝𝑊)

⋯
𝜙𝓂𝑊,𝔪

(𝑉⇝𝑊) + 𝑖  𝜙�𝓂𝑊,𝔪
(𝑊⇝𝑊)

⋯
𝜙ℳ𝑊,1

(𝑉⇝𝑊) + 𝑖  𝜙�ℳ𝑊,1
(𝑊⇝𝑊)

𝜙ℳ𝑊+1,1
(𝑉⇝𝑊) + 𝑖  𝜙�ℳ𝑊+1,1

(𝑊⇝𝑊)

⋯
⋯
⋯

⋯
𝜙ℳ𝑊,𝔪

(𝑉⇝𝑊) + 𝑖  𝜙�ℳ𝑊,𝔪
(𝑊⇝𝑊)

𝜙ℳ𝑊+1,𝔪
(𝑉⇝𝑊) + 𝑖  𝜙�ℳ𝑊+1,𝔪

(𝑊⇝𝑊)

⋯
𝜙ℳ𝑊+ℓ𝑊,1

(𝑉⇝𝑊) + 𝑖  𝜙�ℳ𝑊+ℓ𝑊,1
(𝑊⇝𝑊)

⋯
𝜙𝒩,1

(𝑉⇝𝑊) + 𝑖  𝜙�𝒩,1
(𝑊⇝𝑊)

⋯
⋯
⋯
⋯

⋯
𝜙ℳ𝑊+ℓ𝑊,𝔪

(𝑉⇝𝑊) + 𝑖  𝜙�ℳ𝑊+ℓ𝑊,𝔪
(𝑊⇝𝑊)

⋯
𝜙𝒩,𝔪

(𝑉⇝𝑊) + 𝑖  𝜙�𝒩,𝔪
(𝑊⇝𝑊)

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎞

 

∈ Ω𝑊 

is depicted, by means of the cyber-effect ℊ = ℊ𝑡, at the supervisory perception of 

𝑉 in the system of nodes 𝑉 and 𝑊 at a next time 𝑡 ′: = 𝑡 + ∆𝑡 :  
𝛾𝑉′ �𝑡 ′� = �𝕊𝑊→𝑉 + 𝑖𝕊�𝑉→𝑉 ,𝕌𝑊→𝑉 + 𝑖𝕌�𝑉→𝑉� = 
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⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎛

𝛽1,1
(𝑊⇝𝑉) + 𝑖  �̂�1,1

(𝑉⇝𝑉)

⋯
𝛽𝓂𝑉,1

(𝑊⇝𝑉) + 𝑖  �̂�𝓂𝑉,1
(𝑉⇝𝑉)

…
⋯
⋯

𝛽1,𝔫
(𝑊⇝𝑉) + 𝑖  �̂�1,𝔫

(𝑉⇝𝑉)

⋯
𝛽𝓂𝑉,𝔫

(𝑊⇝𝑉) + 𝑖  �̂�𝓂𝑉,𝔫
(𝑉⇝𝑉)

⋯
𝛽ℳ𝑉,1

(𝑊⇝𝑉) + 𝑖  �̂�ℳ𝑉,1
(𝑉⇝𝑉)

𝛽ℳ𝑉+1,1
(𝑊⇝𝑉) + 𝑖  �̂�ℳ𝑉+1,1

(𝑉⇝𝑉)

⋯
⋯
⋯

⋯
𝛽ℳ𝑉,𝔫

(𝑊⇝𝑉) + 𝑖  �̂�ℳ𝑉,𝔫
(𝑉⇝𝑉)

𝛽ℳ𝑉+1,𝔫
(𝑊⇝𝑉) + 𝑖  �̂�ℳ𝑉+1,𝔫

(𝑉⇝𝑉)

⋯
𝛽ℳ𝑉+ℓ𝑉,1

(𝑊⇝𝑉) + 𝑖  �̂�ℳ𝑉+ℓ𝑉,1
(𝑉⇝𝑉)

⋯
𝛽𝒩,1

(𝑊⇝𝑉) + 𝑖  �̂�𝒩,1
(𝑉⇝𝑉)

⋯
⋯⋯
⋯

⋯
𝛽ℳ𝑉+ℓ𝑉,𝔫

(𝑊⇝𝑉) + 𝑖  �̂�ℳ𝑉+ℓ𝑉,𝔫
(𝑉⇝𝑉)

⋯
𝛽𝒩 ,𝔫

(𝑊⇝𝑉) + 𝑖  �̂�𝒩,𝔫
(𝑉⇝𝑉)

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎞

,

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎛

𝜙1,1
(𝑊⇝𝑉) + 𝑖  𝜙�1,1

(𝑉⇝𝑉)

⋯
𝜙𝓂𝑉,1

(𝑊⇝𝑉) + 𝑖  𝜙�𝓂𝑉,1
(𝑉⇝𝑉)

…
⋯
⋯

𝜙1,𝔪
(𝑊⇝𝑉) + 𝑖  𝜙�1,𝔪

(𝑉⇝𝑉)

⋯
𝜙𝓂𝑉,𝔪

(𝑊⇝𝑉) + 𝑖  𝜙�𝓂𝑉,𝔪
(𝑉⇝𝑉)

⋯
𝜙ℳ𝑉,1

(𝑊⇝𝑉) + 𝑖  𝜙�𝑉,1
(𝑊⇝𝑉)

𝜙ℳ𝑉+1,1
(𝑊⇝𝑉) + 𝑖  𝜙�ℳ𝑉+1,1

(𝑉⇝𝑉)

⋯
⋯
⋯

⋯
𝜙ℳ𝑉,𝔪

(𝑊⇝𝑉) + 𝑖  𝜙�ℳ𝑉,𝔪
(𝑉⇝𝑉)

𝜙ℳ𝑉+1,𝔪
(𝑊⇝𝑉) + 𝑖  𝜙�ℳ𝑉+1,𝔪

(𝑉⇝𝑉)

⋯
𝜙ℳ𝑉+ℓ𝑉,1

(𝑊⇝𝑉) + 𝑖  𝜙�ℳ𝑉+ℓ𝑉,1
(𝑉⇝𝑉)

⋯
𝜙𝒩,1

(𝑊⇝𝑉) + 𝑖  𝜙�𝒩,1
(𝑉⇝𝑉)

⋯
⋯⋯
⋯

⋯
𝜙ℳ𝑉+ℓ𝑉,𝔪

(𝑊⇝𝑉) + 𝑖  𝜙�ℳ𝑉+ℓ𝑉,𝔪
(𝑉⇝𝑉)

⋯
𝜙𝒩,𝔪

(𝑊⇝𝑉) + 𝑖  𝜙�𝒩,𝔪
(𝑉⇝𝑉)

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎞

 

∈ Ω𝑉.  

Remark 6.2 . The case ∆𝑡 = 0 is not excluded.  

Let us give two indicative examples showing the alteration diversity and 

combinatorial suppleness of this flexible concept.  

Example 6.3.i.  In practice, often, we prefer to reduce only to available 

constituents and available valuations. Then, the momentary homomorphism 𝑔 

transforms only available quantities of 𝑊 at a time 𝑡 into available quantities of 

𝑉 at a next time 𝑡′ = 𝑡 + ∆𝑡 and we write 𝑔 = 𝑔𝑡:𝒬7
(𝑉)(𝑊)(𝑡) → 𝒫7

(𝑊)(𝑉)(𝑡′), 

where the combinatorial triplet  

𝒬7
(𝑉)(𝑊) = 𝒬7

(𝑉)(𝑊)(𝑡) = (ℭ𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒(𝑊),𝒮𝑉ℭ𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒(𝑊),𝒰𝑉ℭ𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒(𝑊) ) 

represents the set of available components of node 𝑊 at time 𝑡, as evaluated in 

terms of their valuations and their vulnerabilities by the users of node 𝑉: 

ℭ𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒(𝑊) = ��𝑑𝑒𝑣1
(𝑊), … ,𝑑𝑒𝑣𝓂𝑊

(𝑊), 𝑟𝑒𝑠1
(𝑊), … , 𝑟𝑒𝑠ℓ𝑊

(𝑊)�
𝑇

:� 

 𝑑𝑒𝑣𝑘
(𝑊) 𝑖𝑠 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 𝑑𝑒𝑣𝑖𝑐𝑒 𝑜𝑓 𝑊,𝑤𝑖𝑡ℎ 𝓂𝑉 ∈ ℕ 𝑎𝑛𝑑 

�𝑟𝑒𝑠𝑘
(𝑊) 𝑖𝑠 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 𝑟𝑒𝑠𝑜𝑢𝑟𝑐𝑒  𝑜𝑓 𝑊,𝑤𝑖𝑡ℎ ℓ𝑉 ∈ ℕ�:  

the set of all ordered columns of available constituents 

�𝑑𝑒𝑣1
(𝑊), … ,𝑑𝑒𝑣𝓂𝑊

(𝑊), 𝑟𝑒𝑠1
(𝑊), … , 𝑟𝑒𝑠ℓ𝑉

(𝑊)�
𝑇
 of 𝑊, 

𝒮𝑉ℭ𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒(𝑊) = ��𝑆𝑉[𝑥1,𝑥2,𝑥3, 𝑡 ] �𝑑𝑒𝑣1
(𝑊)� , … , 𝑆𝑉[𝑥1,𝑥2,𝑥3, 𝑡 ] �𝑑𝑒𝑣𝓂𝑊

(𝑊)� , ��  

�𝑆𝑉[𝑥1, 𝑥2, 𝑥3, 𝑡 ]�𝑟𝑒𝑠1
(𝑊)�, … , 𝑆𝑉[𝑥1, 𝑥2, 𝑥3, 𝑡 ]�𝑟𝑒𝑠ℓ𝑊

(𝑊)��
𝑇

: 
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𝑆𝑉[𝑥1, 𝑥2, 𝑥3, 𝑡 ]�𝑑𝑒𝑣𝑘
(𝑊)� 𝑖𝑠 𝑣𝑎𝑙𝑢𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 𝑑𝑒𝑣𝑖𝑐𝑒   

    𝑖𝑛 𝑊 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑉, 

𝑘 = 1,2, … ,𝓂𝑊 , 𝑤𝑖𝑡ℎ 𝓂𝑊 ∈

ℕ 𝑆𝑉[𝑥1, 𝑥2, 𝑥3, 𝑡 ] �𝑟𝑒𝑠𝜉
(𝑊)�  𝑖𝑠 𝑣𝑎𝑙𝑢𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 𝑟𝑒𝑠𝑜𝑢𝑟𝑐𝑒   

𝑖𝑛 𝑊 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑉, 𝜉 = 1,2, … , ℓ𝑊 𝑤𝑖𝑡ℎ  ℓ𝑊
∈ ℕ, �𝑎𝑡 𝑡ℎ𝑒 𝑠𝑝𝑎𝑡𝑖𝑜𝑡𝑒𝑚𝑝𝑜𝑟𝑎𝑙 𝑝𝑜𝑖𝑛𝑡 (𝑥1,𝑥2, 𝑥3, 𝑡)  

∈ ℝ3 × [0,1]}: 
the set of all ordered columns of relative valuations of available constituents in 𝑊, 

from the viewpoint of the (user(s) of) node 𝑉, over the space time ℝ3 × [0,1], 

𝒰𝑉ℭ𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒(𝑊) = ��𝑈𝑉[𝑥1,𝑥2,𝑥3, 𝑡 ] �𝑑𝑒𝑣1
(𝑊)� , … ,𝑈𝑉[𝑥1, 𝑥2,𝑥3, 𝑡 ]�𝑑𝑒𝑣𝓂𝑊

𝑊 �, ��  

�𝑈𝑉[𝑥1, 𝑥2, 𝑥3, 𝑡 ]�𝑟𝑒𝑠1
(𝑊)�, … ,𝑈𝑉[𝑥1, 𝑥2, 𝑥3, 𝑡 ]�𝑟𝑒𝑠ℓ𝑊

(𝑊)��
𝑇

: 

𝑈𝑉[𝑥1, 𝑥2, 𝑥3, 𝑡 ]�𝑑𝑒𝑣𝑘
(𝑊)� 𝑖𝑠 𝑣𝑢𝑙𝑛𝑒𝑟𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑜𝑓 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 𝑑𝑒𝑣𝑖𝑐𝑒   

𝑖𝑛 𝑊 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑉,𝑘 = 1,2, … ,𝓂𝑊 , 𝑤𝑖𝑡ℎ 𝓂𝑊 ∈

ℕ 𝑆𝑉[𝑥1, 𝑥2, 𝑥3, 𝑡 ] �𝑟𝑒𝑠𝜉
(𝑊)�  𝑖𝑠 𝑣𝑢𝑙𝑛𝑒𝑟𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑜𝑓 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 𝑟𝑒𝑠𝑜𝑢𝑟𝑐𝑒  

 𝑖𝑛 𝑊 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑉,  
𝜉 = 1,2, … ,ℓ𝑊 𝑤𝑖𝑡ℎ  ℓ𝑊 ∈
ℕ, �                                         𝑎𝑡 𝑡ℎ𝑒 𝑠𝑝𝑎𝑡𝑖𝑜𝑡𝑒𝑚𝑝𝑜𝑟𝑎𝑙 𝑝𝑜𝑖𝑛𝑡 (𝑥1,𝑥2,𝑥3, 𝑡)  ∈

ℝ3 × [0,1]�: 

the set of all ordered columns of relative vulnerabilities of available constituents in 

𝑊, from the viewpoint of the (user(s) of) node 𝑉, over ℝ3 × [0,1].  

Similarly, the combinatorial triplet 𝒫7
(𝑊)(𝑉) = 𝒫7

(𝑊)(𝑉)(𝑡′) = 

(ℭ𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒(𝑉),𝒮𝑊ℭ𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒(𝑉),𝒰𝑊ℭ𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒(𝑉) )  represents the set of 

available components of node 𝑉  at time 𝑡′ , as evaluated in terms of their 

valuations and their vulnerabilities by the users of node 𝑊. In view of the above 

Definition 6.1, the correspondence ℊ = ℊ𝑡 can be seen as a mapping between 

(extended or not) supervisory perceptions ℊ = ℊ𝑡: 𝛾𝑊(𝑡) ⟼ 𝛾𝑉′ (𝑡′), in such a 
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way that each (extended or not) supervisory perception of 𝑊 in the system of 

nodes 𝑉 and 𝑊 at a time moment 𝑡, of the form 
𝛾𝑊(𝑡) = �𝕊𝑉→𝑊 + 𝑖𝕊�𝑊→𝑊,𝕌𝑉→𝑊 + 𝑖𝕌�𝑊→𝑊� = 

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎛

𝛽1,1
(𝑉⇝𝑊) + 𝑖  �̂�1,1

(𝑊⇝𝑊)

⋯
𝛽𝓂𝑊,1

(𝑉⇝𝑊) + 𝑖  �̂�𝓂𝑊,1
(𝑊⇝𝑊)

0

…
⋯
⋯

𝛽1,𝔫
(𝑉⇝𝑊) + 𝑖  �̂�1,𝔫

(𝑊⇝𝑊)

⋯
𝛽𝓂𝑊,𝔫

(𝑉⇝𝑊) + 𝑖  �̂�𝓂𝑊,𝔫
(𝑊⇝𝑊)

0
⋯
0

𝛽ℳ𝑊+1,1
(𝑉⇝𝑊) + 𝑖  �̂�ℳ𝑊+1,1

(𝑊⇝𝑊)

⋯

⋯

⋯
0

𝛽ℳ𝑊+1,𝔫
(𝑉⇝𝑊) + 𝑖  �̂�ℳ𝑊+1,𝔫

(𝑊⇝𝑊)

⋯
𝛽ℳ𝑊+ℓ𝑊,1

(𝑉⇝𝑊) + 𝑖  �̂�ℳ𝑊+ℓ𝑊,1
(𝑊⇝𝑊)

0
⋯
0

…

⋯
⋯

⋯
𝛽ℳ𝑊+ℓ𝑊,𝔫

(𝑉⇝𝑊) + 𝑖  �̂�ℳ𝑊+ℓ𝑊,𝔫
(𝑊⇝𝑊)

0
⋯
0 ⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎞

,

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎛

𝛾1,1
(𝑉⇝𝑊) + 𝑖  𝛾�1,1

(𝑊⇝𝑊)

⋯
𝛾𝓂𝑊,1

(𝑉⇝𝑊) + 𝑖  𝛾�𝓂𝑊,1
(𝑊⇝𝑊)

0

…
⋯
⋯

𝛾1,𝔪
(𝑉⇝𝑊) + 𝑖  𝛾�1,𝔪

(𝑊⇝𝑊)

⋯
𝛾𝓂𝑊,𝔪

(𝑉⇝𝑊) + 𝑖  𝛾�𝓂𝑊,𝔪
(𝑊⇝𝑊)

0
⋯
0

𝛾ℳ𝑊+1,1
(𝑉⇝𝑊) + 𝑖  𝛾�ℳ𝑊+1,1

(𝑊⇝𝑊)

⋯

⋯

⋯
0

𝛾ℳ𝑊+1,𝔪
(𝑉⇝𝑊) + 𝑖  𝛾�ℳ𝑊+1,𝔪

(𝑊⇝𝑊)

⋯
𝛾ℳ𝑊+ℓ𝑊,1

(𝑉⇝𝑊) + 𝑖  𝛾�ℳ𝑊+ℓ𝑊,1
(𝑊⇝𝑊)

0
⋯
0

…

⋯
⋯

⋯
𝛾ℳ𝑊+ℓ𝑊,𝔪

(𝑉⇝𝑊) + 𝑖  𝛾�ℳ𝑊+ℓ𝑊,𝔪
(𝑊⇝𝑊)

0
⋯
0 ⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎞

 

∈ Ω𝑊 

is depicted, via the correspondence ℊ , at an (extended or not) supervisory 

perception of 𝑉 in the system of nodes 𝑉 and 𝑊 at the next time moment 

𝑡′: = 𝑡 + ∆𝑡, of the form: 
𝛾𝑉′ �𝑡 ′� = �𝕊𝑊→𝑉 + 𝑖𝕊�𝑉→𝑉 ,𝕌𝑊→𝑉 + 𝑖𝕌�𝑉→𝑉� = 

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎛

𝛽1,1
(𝑊⇝𝑉) + 𝑖  �̂�1,1

(𝑉⇝𝑉)

⋯
𝛽𝓂𝑉,1

(𝑊⇝𝑉) + 𝑖  �̂�𝓂𝑉,1
(𝑉⇝𝑉)

0

…
⋯
⋯

𝛽1,𝔫
(𝑊⇝𝑉) + 𝑖  �̂�1,𝔫

(𝑉⇝𝑉)

⋯
𝛽𝓂𝑉,𝔫

(𝑊⇝𝑉) + 𝑖  �̂�𝓂𝑉,𝔫
(𝑉⇝𝑉)

0
⋯
0

𝛽ℳ𝑉+1,1
(𝑊⇝𝑉) + 𝑖  �̂�ℳ𝑉+1,1

(𝑉⇝𝑉)

⋯

⋯

⋯
0

𝛽ℳ𝑉+1,𝔫
(𝑊⇝𝑉) + 𝑖  �̂�ℳ𝑉+1,𝔫

(𝑉⇝𝑉)

⋯
𝛽ℳ𝑉+ℓ𝑉,1

(𝑊⇝𝑉) + 𝑖  �̂�ℳ𝑉+ℓ𝑉,1
(𝑉⇝𝑉)

0
⋯
0

…

⋯
⋯

⋯
𝛽ℳ𝑉+ℓ𝑉,𝔫

(𝑊⇝𝑉) + 𝑖  �̂�ℳ𝑉+ℓ𝑉,𝔫
(𝑉⇝𝑉)

0
⋯
0 ⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎞

,

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎛

𝛾1,1
(𝑊⇝𝑉) + 𝑖  𝛾�1,1

(𝑉⇝𝑉)

⋯
𝛾𝓂𝑉,1

(𝑊⇝𝑉) + 𝑖  𝛾�𝓂𝑉,1
(𝑉⇝𝑉)

0

…
⋯
⋯

𝛾1,𝔪
(𝑊⇝𝑉) + 𝑖  𝛾�1,𝔪

(𝑉⇝𝑉)

⋯
𝛾𝓂𝑉,𝔪

(𝑊⇝𝑉) + 𝑖  𝛾�𝓂𝑉,𝔪
(𝑉⇝𝑉)

0
⋯
0

𝛾ℳ𝑉+1,1
(𝑊⇝𝑉) + 𝑖  𝛾�ℳ𝑉+1,1

(𝑉⇝𝑉)

⋯

⋯

⋯
0

𝛾ℳ𝑉+1,𝔪
(𝑊⇝𝑉) + 𝑖  𝛾�ℳ𝑉+1,𝔪

(𝑉⇝𝑉)

⋯
𝛾ℳ𝑉+ℓ𝑉,1

(𝑊⇝𝑉) + 𝑖  𝛾�ℳ𝑉+ℓ𝑉,1
(𝑉⇝𝑉)

0
⋯
0

…

⋯
⋯

⋯
𝛾ℳ𝑉+ℓ𝑉,𝔪

(𝑊⇝𝑉) + 𝑖  𝛾�ℳ𝑉+ℓ𝑉,𝔪
(𝑉⇝𝑉)

0
⋯
0 ⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎞

 

∈ Ω𝑉. 

ii. Similarly, if the momentary homomorphism 𝑔:𝑊 → 𝑉 acts only on all the 

resources of 𝑊  by transforming and transferring fractions of the available 

resources of 𝑊 at a time 𝑡 into the node resource standard �𝑟1
(𝑉), … , 𝑟ℒ𝑉

(𝑉)� of 𝑉 

at a next time 𝑡 ′ = 𝑡 + ∆𝑡, then the cyber-effect 𝑔 is a mapping of the form 

𝑔 = 𝑔𝑡:𝒬9
(𝑉)(𝑊)(𝑡) → 𝒫3

(𝑊)(𝑉)(𝑡′). Here, as usually, the combinatorial triplet  

𝒬9
(𝑉)(𝑊) = 𝒬9

(𝑉)(𝑊)(𝑡′) = (ℜ𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒(𝑊),𝒮𝑉ℜ𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒(𝑊),𝒰𝑉ℜ𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒(𝑊)  )  
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represents a set of available resources of node 𝑊, at the time moment 𝑡, as 

evaluated in terms of their valuations and their vulnerabilities by the users of node 

𝑉:  

ℜ𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒(𝑊) = 

��𝑟𝑒𝑠1
(𝑊), … , 𝑟𝑒𝑠ℓ𝑊

(𝑊)�
𝑇

: 𝑟𝑒𝑠𝑘
(𝑊) 𝑝𝑜𝑠𝑠𝑖𝑏𝑙𝑒 𝑟𝑒𝑠𝑜𝑢𝑟𝑐𝑒 𝑜𝑓 𝑊,𝑘 = 1,2, . . , ℓ𝑊 , ℓ𝑊 ∈ ℕ�:  

the set of all ordered columns of available resources of 𝑊, 

𝒮𝑉ℜ𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒(𝑊) = �� 𝑆𝑉[𝑥1, 𝑥2, 𝑥3, 𝑡 ]�𝑟𝑒𝑠1
(𝑊)�, … , 𝑆𝑉[𝑥1, 𝑥2, 𝑥3, 𝑡 ]�𝑟𝑒𝑠ℓ𝑊

(𝑊)��
𝑇

:� 

𝑆𝑉[𝑥1, 𝑥2, 𝑥3, 𝑡 ] �𝑟𝑒𝑠𝜉
(𝑊)�  𝑖𝑠 𝑣𝑎𝑙𝑢𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑝𝑜𝑠𝑠𝑖𝑏𝑙𝑒 𝑟𝑒𝑠𝑜𝑢𝑟𝑐𝑒   

𝑖𝑛 𝑊 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑉, 𝜉 = 1,2, … , ℓ𝑊 𝑤𝑖𝑡ℎ  ℓ𝑊
∈ ℕ, �𝑎𝑡 𝑡ℎ𝑒 𝑠𝑝𝑎𝑡𝑖𝑜𝑡𝑒𝑚𝑝𝑜𝑟𝑎𝑙 𝑝𝑜𝑖𝑛𝑡 (𝑥1, 𝑥2, 𝑥3, 𝑡)  

∈ ℝ3 × [0,1]}: 
the set of all ordered columns of relative valuations of available 

constituents in 𝑊, from the viewpoint of the (user(s) of) node 𝑉, over 

ℝ3 × [0,1], 

𝒰𝑉ℜ𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒(𝑊) = �� 𝑈𝑉[𝑥1, 𝑥2, 𝑥3, 𝑡 ]�𝑟𝑒𝑠1
(𝑊)�, … ,𝑈𝑉[𝑥1, 𝑥2, 𝑥3, 𝑡 ]�𝑟𝑒𝑠ℓ𝑊

(𝑊)��
𝑇

: � 

𝑈𝑉[𝑥1, 𝑥2, 𝑥3, 𝑡 ] �𝑟𝑒𝑠𝜉
(𝑊)�  𝑖𝑠 𝑣𝑢𝑙𝑛𝑒𝑟𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑜𝑓 𝑝𝑜𝑠𝑠𝑖𝑏𝑙𝑒 𝑟𝑒𝑠𝑜𝑢𝑟𝑐𝑒   

𝑖𝑛 𝑊 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑉, 𝜉 = 1,2, … , ℓ𝑊 𝑤𝑖𝑡ℎ  ℓ𝑊
∈ ℕ, �𝑎𝑡 𝑡ℎ𝑒 𝑠𝑝𝑎𝑡𝑖𝑜𝑡𝑒𝑚𝑝𝑜𝑟𝑎𝑙 𝑝𝑜𝑖𝑛𝑡 (𝑥1, 𝑥2, 𝑥3, 𝑡)  

∈ ℝ3 × [0,1]}: 
the set of all ordered columns of relative vulnerabilities of available 

constituents in 𝑊, from the viewpoint of the (user(s) of) node 𝑉, over 

ℝ3 × [0,1]. 

 Similarly, the combinatorial triplet  

𝒫3
(𝑊)(𝑉) = 𝒫3

(𝑊)(𝑉)(𝑡′) = �ℜ(𝑉),𝒮𝑊ℜ(𝑉),𝒰𝑊ℜ(𝑉)� 

represents a set of resources of node 𝑉, at the next time moment 𝑡 ′ , as 

evaluated in terms of their valuations and their vulnerabilities by the users of 
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node 𝑊. In view of Definition 6.1, the correspondence ℊ = ℊ𝑡 can be seen as 

a mapping between (extended or not) supervisory perceptions 

ℊ = ℊ𝑡:𝛾𝑊(𝑡) ⟼ 𝛾𝑉′ (𝑡′), in such a way that each (extended or not) supervisory 

perception of 𝑊 in the system of nodes 𝑉 and 𝑊 at time moment 𝑡  

𝛾𝑊(𝑡) = �𝕊𝑉→𝑊 + 𝑖𝕊�𝑊→𝑊,𝕌𝑉→𝑊 + 𝑖𝕌�𝑊→𝑊� = 

⎝

⎜
⎜
⎜
⎜
⎜
⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎛

0 … 0
⋯
0

𝛽ℳ𝑊+1,1
(𝑉⇝𝑊) + 𝑖  �̂�ℳ𝑊+1,1

(𝑊⇝𝑊)

⋯
⋯
⋯

⋯
0

𝛽ℳ𝑊+1,𝔫
(𝑉⇝𝑊) + 𝑖  �̂�ℳ𝑊+1,𝔫

(𝑊⇝𝑊)

⋯
𝛽ℳ𝑊+ℓ𝑊,1

(𝑉⇝𝑊) + 𝑖  �̂�ℳ𝑊+ℓ𝑊,1
(𝑊⇝𝑊)

0
⋯
0

⋯⋯
⋯⋯
⋯

⋯
𝛽ℳ𝑊+ℓ𝑊,𝔫

(𝑉⇝𝑊) + 𝑖  �̂�ℳ𝑊+ℓ𝑊,𝔫
(𝑊⇝𝑊)

0
⋯
0 ⎠

⎟
⎟
⎟
⎟
⎟
⎞

,

⎝

⎜
⎜
⎜
⎜
⎜
⎛

0 ⋯ 0
⋯
0

𝛾ℳ𝑊+1,1
(𝑉⇝𝑊) + 𝑖  𝛾�ℳ𝑊+1,1

(𝑊⇝𝑊)

⋯
⋯
⋯

⋯
0

𝛾ℳ𝑊+1,𝔪
(𝑉⇝𝑊) + 𝑖  𝛾�ℳ𝑊+1,𝔪

(𝑊⇝𝑊)

⋯
𝛾ℳ𝑊+ℓ𝑊,1

(𝑉⇝𝑊) + 𝑖  𝛾�ℳ𝑊+ℓ𝑊,1
(𝑊⇝𝑊)

0
⋯
0

⋯⋯
⋯⋯
⋯

⋯
𝛾ℳ𝑊+ℓ𝑊,𝔪

(𝑉⇝𝑊) + 𝑖  𝛾�ℳ𝑊+ℓ𝑊,𝔪
(𝑊⇝𝑊)

0
⋯
0 ⎠

⎟
⎟
⎟
⎟
⎟
⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎞

 

∈ Ω𝑊 

is depicted, via the correspondence 𝑔, at an (extended or not) supervisory 

perception of 𝑉 in the system of nodes 𝑉 and 𝑊 at the moment 𝑡′: = 𝑡 + ∆𝑡 

of the form 

𝛾𝑉′ (𝑡 ′) = �𝕊𝑊→𝑉 + 𝑖𝕊�𝑉→𝑉,𝕌𝑊→𝑉 + 𝑖𝕌�𝑉→𝑉� = 

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎛

0 ⋯ 0
⋯
0

𝛽ℳ𝑉+1,1
(𝑊⇝𝑉) + 𝑖  �̂�ℳ𝑉+1,1

(𝑉⇝𝑉)

⋯
⋯
⋯

⋯
0

𝛽ℳ𝑉+1,𝔫
(𝑊⇝𝑉) + 𝑖  �̂�ℳ𝑉+1,𝔫

(𝑉⇝𝑉)

⋯
𝛽ℳ𝑉+ℓ𝑉,1

(𝑊⇝𝑉) + 𝑖  �̂�ℳ𝑉+ℓ𝑉,1
(𝑉⇝𝑉)

𝛽ℳ𝑉+ℓ𝑉+1,1
(𝑊⇝𝑉) + 𝑖  �̂�ℳ𝑉+ℓ𝑉+1,1

(𝑉⇝𝑉) = 𝛽ℳ𝑊+1,1
(𝑉⇝𝑊) + 𝑖  �̂�ℳ𝑊+1,1

(𝑊⇝𝑊)

⋯
𝛽ℳ𝑉+ℓ𝑉+ℓ𝑊,1

(𝑊⇝𝑉) + 𝑖  �̂�ℳ𝑉+ℓ𝑉+ℓ𝑊,1
(𝑉⇝𝑉) = 𝛽ℳ𝑊+ℓ𝑊,1

(𝑉⇝𝑊) + 𝑖  �̂�ℳ𝑊+ℓ𝑊,1
(𝑊⇝𝑊)

0
⋯
0

⋯
⋯

⋯⋯
⋯
⋯
⋯

⋯
𝛽ℳ𝑉+ℓ𝑉,𝔫

(𝑊⇝𝑉) + 𝑖  �̂�ℳ𝑉+ℓ𝑉,𝔫
(𝑉⇝𝑉)

𝛽ℳ𝑉+ℓ𝑉+1,𝔫
(𝑊⇝𝑉) + 𝑖  �̂�ℳ𝑉+ℓ𝑉+1,𝔫

(𝑉⇝𝑉) = 𝛽ℳ𝑊+1,𝔫
(𝑉⇝𝑊) + 𝑖  �̂�ℳ𝑊+1,𝔫

(𝑊⇝𝑊)

⋯
𝛽ℳ𝑉+ℓ𝑉+ℓ𝑊,𝔫

(𝑊⇝𝑉) + 𝑖  �̂�ℳ𝑉+ℓ𝑉+ℓ𝑊,𝔫
(𝑉⇝𝑉) = 𝛽ℳ𝑊+ℓ𝑊,𝔫

(𝑉⇝𝑊) + 𝑖  �̂�ℳ𝑊+ℓ𝑊,𝔫
(𝑊⇝𝑊)

0
⋯
0 ⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎞

�, 

�

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎛

0 ⋯ 0
⋯
0

𝜙ℳ𝑉+1,1
(𝑊⇝𝑉) + 𝑖  𝜙�ℳ𝑉+1,1

(𝑉⇝𝑉)

⋯
⋯
⋯

⋯
0

𝜙ℳ𝑉+1,𝔪
(𝑊⇝𝑉) + 𝑖  𝜙�ℳ𝑉+1,𝔪

(𝑉⇝𝑉)

⋯
𝜙ℳ𝑉+ℓ𝑉,1

(𝑊⇝𝑉) + 𝑖  𝜙�ℳ𝑉+ℓ𝑉,1
(𝑉⇝𝑉)

𝜙ℳ𝑉+ℓ𝑉+1,1
(𝑊⇝𝑉) + 𝑖  𝜙�ℳ𝑉+ℓ𝑉+1,1

(𝑉⇝𝑉) = 𝜙ℳ𝑊+1,1
(𝑉⇝𝑊) + 𝑖  𝜙�ℳ𝑊+1,1

(𝑊⇝𝑊)

⋯
𝜙ℳ𝑉+ℓ𝑉+ℓ𝑊,1

(𝑊⇝𝑉) + 𝑖  𝜙�ℳ𝑉+ℓ𝑉+ℓ𝑊,1
(𝑉⇝𝑉) = 𝜙ℳ𝑊+ℓ𝑊,1

(𝑉⇝𝑊) + 𝑖  𝜙�ℳ𝑊+ℓ𝑊,1
(𝑊⇝𝑊)

0
⋯
0

⋯
⋯

⋯⋯
⋯
⋯
⋯

⋯
𝜙ℳ𝑉+ℓ𝑉,𝔪

(𝑊⇝𝑉) + 𝑖  𝜙�ℳ𝑉+ℓ𝑉,𝔪
(𝑉⇝𝑉)

𝜙ℳ𝑉+ℓ𝑉+1,𝔪
(𝑊⇝𝑉) + 𝑖  𝜙�ℳ𝑉+ℓ𝑉+1,𝔪

(𝑉⇝𝑉) = 𝜙ℳ𝑊+1,𝔪
(𝑉⇝𝑊) + 𝑖  𝜙�ℳ𝑊+1,𝔪

(𝑊⇝𝑊)

⋯
𝜙ℳ𝑉+ℓ𝑉+ℓ𝑊,𝔪

(𝑊⇝𝑉) + 𝑖  𝜙�ℳ𝑉+ℓ𝑉+ℓ𝑊,𝔪
(𝑉⇝𝑉) = 𝜙ℳ𝑊+ℓ𝑊,𝔪

(𝑉⇝𝑊) + 𝑖  𝜙�ℳ𝑊+ℓ𝑊,𝔪
(𝑊⇝𝑊)

0
⋯
0 ⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎞

∈ Ω𝑉. 

Although the concept of cyber-effect at a time moment 𝑡 seems to be 

rather sufficient, sometimes we care to describe the interaction that has one 
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cyber-node on each other, as well as the mutual effects resulting at a later time 

𝑡′ = 𝑡 + ∆𝑡. In this case, the putative mutuality directly is influenced by the 

subjectivity of the users of the two cyber nodes. So, frequently, instead of the 

concept of a momentary cyber-effect, we are forced to consider mappings 

describing mutual influences between cyber-nodes. 

 

 

7  Cyber-Interactions 

  As in Definition 6.1, let us consider the sets 

Ω𝑉 = Ω[(𝑉,𝑊)⇝𝑉]([0,1]) ⊂ ℂ𝕄𝒩×𝔫 × ℂ𝕄𝒩×𝔪 and 

Ω𝑊 = Ω[(𝑉,𝑊)⇝𝑊]([0,1]) ⊂ ℂ𝕄𝒩×𝔫 × ℂ𝕄𝒩×𝔪 

of supervisory perception curves of 𝑉 and 𝑊 in the node system (𝑉,𝑊).  

Definition 7.1. If ]𝛼,𝛽[ ⊂⊂ [0,1], an interplay of the ordered cyber pair 

(𝑉,𝑊) over the time 𝑡 ∈ ]𝛼,𝛽[ or, simply, a cyber-interplay, is an open3 shift 

curve 

ℊ: ]𝛼,𝛽[ → 𝛺𝑊 × 𝛺𝑉 × 𝛺𝑊 × 𝛺𝑉: 

𝑡 ↦ ℊ(𝑡): = �𝛾𝑊(𝑡),𝛾𝑉(𝑡),  𝛾𝑊(𝑡 + ∆𝑡),  𝛾𝑉(𝑡 + ∆𝑡)�.  

If the cyber-interplay ℊ is composition of several separate interplays, we say that 

the cyber-interplay  ℊ is sequential; otherwise is called elementary.  

It is more appropriate to represent a cyber-interplay as a collection of 

point-wise correspondences  

�ℊ𝑡: Ω𝑊 × Ω𝑉 → Ω𝑊 × Ω𝑉: (𝛾𝑊(𝑡), 𝛾𝑉(𝑡) ) ⟼ �𝛾𝑊′ (𝑡′), 𝛾𝑉′ (𝑡′)��
𝑡∈]𝛼,𝛽[

  

3 Open intervals are used for so called open curves (line, parabola, hyperbola...). Closed 
intervals are used for closed curves (circles, ellipse...). The reason for use of open 
intervals for open curves and closed intervals for closed curves is that parameterization is 
a homeomorphism between to "shapes". Circle is not homeomorphic to the line, for 
example. But it is to any closed loop  
(http://math.stackexchange.com/questions/209309/open-interval-in-definition-of-curve ). 

                                                 

http://math.stackexchange.com/questions/209309/open-interval-in-definition-of-curve


N. J. Daras and A. Alexopoulos 111  

(𝑡′: = 𝑡 + ∆𝑡), 

where, as usually, we denote by 𝛾𝑋(𝑡) and 𝛾𝑋′ (𝑡′) the curves 𝛾[(𝑉,𝑊)⇝𝑋](𝑡) and 

𝛾[(𝑉,𝑊)⇝𝑋](𝑡 + ∆𝑡), respectively (with 𝑋 = 𝑉,𝑊) and we say that the interplay is 

a cyber- activity of 𝑊 on 𝑉 over the time 𝑡 ∈ ]𝛼,𝛽[. If the cyber-interplay is 

sequential, we say that the cyber-activity of 𝑊 on 𝑉 is sequential; otherwise the 

cyber-activity is called elementary.   

Definition 7.2. A cyber-interaction or simply interaction between 𝑊 and 𝑉 

at a given time moment 𝑡0 ∈ ]𝛼,𝛽[ is a tetrad  

𝑍 = 𝑍(𝑊,𝑉)(𝑡0) = �(𝑧1, 𝜁1), (𝑧2, 𝜁2), (𝑧3, 𝜁3), (𝑧4, 𝜁4)� ∈ (ℂ𝕄𝒩×𝔫 × ℂ𝕄𝒩×𝔪)4 

for which there is an associated cyber-activity of 𝑊 on 𝑉: 

�ℊ𝑡 = ℊ𝑡
(𝑍): 𝛺𝑊 × 𝛺𝑉 → 𝛺𝑊 × 𝛺𝑉: (𝛾𝑊(𝑡), 𝛾𝑉(𝑡) ) ⟼ �𝛾𝑊′ (𝑡′),𝛾𝑉′ (𝑡′)��

𝑡∈]𝛼,𝛽[
  

(𝑡′: = 𝑡 + ∆𝑡), 

such that 

(𝑧1, 𝜁1) = 𝛾𝑊(𝑡0) = �𝕊𝑉→𝑊 + 𝑖𝕊�𝑊→𝑊,𝕌𝑉→𝑊 + 𝑖𝕌�𝑊→𝑊� ∈ ℂ𝕄𝒩×𝔫 × ℂ𝕄𝒩×𝔪,  

(𝑧2, 𝜁2) = 𝛾𝑉(𝑡0) = �𝕊𝑊→𝑉 + 𝑖𝕊�𝑉→𝑉 ,𝕌𝑊→𝑉 + 𝑖𝕌�𝑉→𝑉� ∈ ℂ𝕄𝒩×𝔫 × ℂ𝕄𝒩×𝔪, 

(𝑧3, 𝜁3) = 𝛾𝑊′ �𝑡0′ � = �𝕊𝑉→𝑊′ + 𝑖𝕊�𝑊→𝑊
′ ,𝕌𝑉→𝑊′ + 𝑖𝕌�𝑊→𝑊

′ � ∈ ℂ𝕄𝒩×𝔫 × ℂ𝕄𝒩×𝔪, 

(𝑧4, 𝜁4) = 𝛾𝑉′ �𝑡0′ � = �𝕊𝑊→𝑉
′ + 𝑖𝕊�𝑉→𝑉′ ,𝕌𝑊→𝑉

′ + 𝑖𝕌�𝑉→𝑉′ � ∈ ℂ𝕄𝒩×𝔫 × ℂ𝕄𝒩×𝔪. 

If the corresponding interplay 

ℊ = ℊ(𝑍): ]𝛼,𝛽[ → Ω𝑊 × Ω𝑉 × Ω𝑊 × Ω𝑉: 

𝑡 ↦ ℊ(𝑡): = �𝛾𝑊(𝑡),𝛾𝑉(𝑡), 𝛾𝑊′ (𝑡′),𝛾𝑉′ (𝑡′)� 

is sequential, we say that the cyber-interaction is sequential; otherwise the 

cyber-interaction is called elementary.  

Obviously, in Definition 7.1, keeping a fixed supervisory perception 𝛾𝑉(𝑡0) in the 

archetype component Ω𝑉  and a fixed supervisory perception  𝛾𝑊(𝑡 + ∆𝑡)  in the 

component image Ω𝑊, the corresponding cyber-interaction becomes a cyber-effect in 

the sense of Definition 6.1. And, as we shall see, proper management of cyber-effects is 
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enough to study cyber navigations ([2). However, in most cases, as in the case of cyber 

attacks (see again [2]), it is necessary to consider cyber-interactions. So, because 

cyber-effects are a partial case of cyber-interactions, we will give a slight priority in the 

most general context of cyber-interactions. 

It is easily verified that the most detailed general form of a cyber-interaction is as 

follows. 

𝑍 = �(𝑧1, 𝜁1), (𝑧2, 𝜁2), (𝑧3, 𝜁3), (𝑧4, 𝜁4)� = �(𝑧1, 𝜁1), (𝑧2, 𝜁2), (𝑧3, 𝜁3), (𝑧4, 𝜁4)�(𝑡0) 

= �𝕊𝑉→𝑊 + 𝑖𝕊�𝑊→𝑊,𝕌𝑉→𝑊 + 𝑖𝕌�𝑊→𝑊,�����������������������
𝛾𝑊(𝑡0)

𝕊𝑊→𝑉 + 𝑖𝕊�𝑉→𝑉 ,𝕌𝑊→𝑉 + 𝑖𝕌�𝑉→𝑉���������������������
𝛾𝑉(𝑡0)

, � 

�𝕊𝑉→𝑊′ + 𝑖𝕊�𝑊→𝑊
′ ,𝕌𝑉→𝑊′ + 𝑖𝕌�𝑊→𝑊

′���������������������
𝛾𝑊
′ �𝑡0′ �

,𝕊𝑊→𝑉
′ + 𝑖𝕊�𝑉→𝑉′ ,𝕌𝑊→𝑉

′ + 𝑖𝕌�𝑉→𝑉′���������������������
𝛾𝑉
′ �𝑡0′ �

� 

=

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎛

𝛽1,1
(𝑉→𝑊) + 𝑖  �̂�1,1

(𝑊⇝𝑊)

⋯
𝛽𝓂𝑊,1

(𝑉→𝑊) + 𝑖  �̂�𝓂𝑊,1
(𝑊⇝𝑊)

⋯
⋯
…

𝛽1,𝔫
(𝑉→𝑊) + 𝑖  �̂�1,𝔫

(𝑊⇝𝑊)

⋯
𝛽𝓂𝑊,𝔫

(𝑉→𝑊) + 𝑖  �̂�𝓂𝑊,𝔫
(𝑊⇝𝑊)

⋯
𝛽ℳ𝑊,1

(𝑉→𝑊) + 𝑖  �̂�ℳ𝑊,1
(𝑊⇝𝑊)

𝛽ℳ𝑊+1,1
(𝑉→𝑊) + 𝑖  �̂�ℳ𝑊+1,1

(𝑊⇝𝑊)

⋯
⋯
⋯

⋯
𝛽ℳ𝑊,𝔫

(𝑉→𝑊) + 𝑖  �̂�ℳ𝑊,𝔫
(𝑊⇝𝑊)

𝛽ℳ𝑊+1,𝔫
(𝑉→𝑊) + 𝑖  �̂�ℳ𝑊+1,𝔫

(𝑊⇝𝑊)

⋯
𝛽ℳ𝑊+ℓ𝑊,1

(𝑉→𝑊) + 𝑖  �̂�ℳ𝑊+ℓ𝑊,1
(𝑊⇝𝑊)

⋯
𝛽ℳ𝑊+ℒ𝑊,1

(𝑉→𝑊) + 𝑖  �̂�ℳ𝑊+ℒ𝑊,1
(𝑊⇝𝑊)

⋯
⋯
⋯
⋯

⋯
𝛽ℳ𝑊+ℓ𝑊,𝔫

(𝑉→𝑊) + 𝑖  �̂�ℳ𝑊+ℓ𝑊,𝔫
(𝑊⇝𝑊)

⋯
𝛽ℳ𝑊+ℒ𝑊,𝔫

(𝑉→𝑊) + 𝑖  �̂�ℳ𝑊+ℒ𝑊,𝔫
(𝑊⇝𝑊)

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎞

���������������������������������������
𝑧1=𝕊𝑉→𝑊+𝑖𝕊�𝑊→𝑊

,

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎛

𝜙1,1
(𝑉→𝑊) + 𝑖  𝜙�1,1

(𝑊⇝𝑊)

⋯
𝜙𝓂𝑊,1

(𝑉→𝑊) + 𝑖  𝜙�𝓂𝑊,1
(𝑊⇝𝑊)

…
⋯
⋯

𝜙1,𝔪
(𝑉→𝑊) + 𝑖  𝜙�1,𝔪

(𝑊⇝𝑊)

⋯
𝜙𝓂𝑊,𝔪

(𝑉→𝑊) + 𝑖  𝜙�𝓂𝑊,𝔪
(𝑊⇝𝑊)

⋯
𝜙ℳ𝑊,1

(𝑉→𝑊) + 𝑖  𝜙�ℳ𝑊,1
(𝑊⇝𝑊)

𝜙ℳ𝑊+1,1
(𝑉→𝑊) + 𝑖  𝜙�ℳ𝑊+1,1

(𝑊⇝𝑊)

⋯
⋯
⋯

⋯
𝜙ℳ𝑊,𝔪

(𝑉→𝑊) + 𝑖  𝜙�ℳ𝑊,𝔪
(𝑊⇝𝑊)

𝜙ℳ𝑊+1,𝔪
(𝑉→𝑊) + 𝑖  𝜙�ℳ𝑊+1,𝔪

(𝑊⇝𝑊)

⋯
𝜙ℳ𝑊+ℓ𝑊,1

(𝑉→𝑊) + 𝑖  𝜙�ℳ𝑊+ℓ𝑊,1
(𝑊⇝𝑊)

⋯
𝜙ℳ𝑊+ℒ𝑊,1

(𝑉→𝑊) + 𝑖  𝜙�ℳ𝑊+ℒ𝑊,1
(𝑊⇝𝑊)

⋯
⋯
⋯
⋯

⋯
𝜙ℳ𝑊+ℓ𝑊,𝔪

(𝑉→𝑊) + 𝑖  𝜙�ℳ𝑊+ℓ𝑊,𝔪
(𝑊⇝𝑊)

⋯
𝜙ℳ𝑊+ℒ𝑊,𝔪

(𝑉→𝑊) + 𝑖  𝜙�ℳ𝑊+ℒ𝑊,𝔪
(𝑊⇝𝑊)

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎞

�����������������������������������������
𝜁1=𝕌𝑉→𝑊+𝑖𝕌�𝑊→𝑊 ⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎞

�, 

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎛

𝛽1,1
(𝑊⇝𝑉) + 𝑖  �̂�1,1

(𝑉⇝𝑉)

⋯
𝛽𝓂𝑉,1

(𝑊⇝𝑉) + 𝑖  �̂�𝓂𝑉,1
(𝑉⇝𝑉)

…
⋯
…

𝛽1,𝔫
(𝑊⇝𝑉) + 𝑖  �̂�1,𝔫

(𝑉⇝𝑉)

⋯
𝛽𝓂𝑉,𝔫

(𝑊⇝𝑉) + 𝑖  �̂�𝓂𝑉,𝔫
(𝑉⇝𝑉)

⋯
𝛽ℳ𝑉,1

(𝑊⇝𝑉) + 𝑖  �̂�ℳ𝑉,1
(𝑉⇝𝑉)

𝛽ℳ𝑉+1,1
(𝑊⇝𝑉) + 𝑖  �̂�ℳ𝑉+1,1

(𝑉⇝𝑉)

⋯
⋯
⋯

⋯
𝛽ℳ𝑉,𝔫

(𝑊⇝𝑉) + 𝑖  �̂�ℳ𝑉,𝔫
(𝑉⇝𝑉)

𝛽ℳ𝑉+1,𝔫
(𝑊⇝𝑉) + 𝑖  �̂�ℳ𝑉+1,𝔫

(𝑉⇝𝑉)

⋯
𝛽ℳ𝑉+ℓ𝑉,1

(𝑊⇝𝑉) + 𝑖  �̂�ℳ𝑉+ℓ𝑉,1
(𝑉⇝𝑉)

⋯
𝛽ℳ𝑉+ℒ𝑉,1

(𝑊⇝𝑉) + 𝑖  �̂�ℳ𝑉+ℒ𝑉,1
(𝑉⇝𝑉)

⋯
⋯⋯
⋯

⋯
𝛽ℳ𝑉+ℓ𝑉,𝔫

(𝑊⇝𝑉) + 𝑖  �̂�ℳ𝑉+ℓ𝑉,𝔫
(𝑉⇝𝑉)

⋯
𝛽ℳ𝑉+ℒ𝑉,𝔫

(𝑊⇝𝑉) + 𝑖  �̂�ℳ𝑉+ℒ𝑉,𝔫
(𝑉⇝𝑉)

⎠
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⎟
⎟
⎟
⎟
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⎟
⎟
⎞

�������������������������������������
𝑧2=𝕊𝑊→𝑉+𝑖𝕊�𝑉→𝑉

,

⎝

⎜
⎜
⎜
⎜
⎜
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⎜
⎜
⎛

𝜙1,1
(𝑊⇝𝑉) + 𝑖  𝜙�1,1

(𝑉⇝𝑉)

⋯
𝜙𝓂𝑉,1

(𝑊⇝𝑉) + 𝑖  𝜙�𝓂𝑉,1
(𝑉⇝𝑉)

…
⋯
⋯

𝜙1,𝔪
(𝑊⇝𝑉) + 𝑖  𝜙�1,𝔪

(𝑉⇝𝑉)

⋯
𝜙𝓂𝑉,𝔪

(𝑊⇝𝑉) + 𝑖  𝜙�𝓂𝑉,𝔪
(𝑉⇝𝑉)

⋯
𝜙ℳ𝑉,1

(𝑊⇝𝑉) + 𝑖  𝜙�ℳ𝑉,1
(𝑉⇝𝑉)

𝜙ℳ𝑉+1,1
(𝑊⇝𝑉) + 𝑖  𝜙�ℳ𝑉+1,1

(𝑉⇝𝑉)

⋯
⋯
⋯

⋯
𝜙ℳ𝑉,𝔪

(𝑊⇝𝑉) + 𝑖  𝜙�ℳ𝑉,𝔪
(𝑉⇝𝑉)

𝜙ℳ𝑉+1,𝔪
(𝑊⇝𝑉) + 𝑖  𝜙�ℳ𝑉+1,𝔪

(𝑉⇝𝑉)

⋯
𝜙ℳ𝑉+ℓ𝑉,1

(𝑊⇝𝑉) + 𝑖  𝜙�ℳ𝑉+ℓ𝑉,1
(𝑉⇝𝑉)

⋯
𝜙ℳ𝑉+ℒ𝑉,1

(𝑊⇝𝑉) + 𝑖  𝜙�ℳ𝑉+ℒ𝑉,1
(𝑉⇝𝑉)

⋯
⋯⋯
⋯

⋯
𝜙ℳ𝑉+ℓ𝑉,𝔪

(𝑊⇝𝑉) + 𝑖  𝜙�ℳ𝑉+ℓ𝑉,𝔪
(𝑉⇝𝑉)

⋯
𝜙ℳ𝑉+ℒ𝑉,𝔪

(𝑊⇝𝑉) + 𝑖  𝜙�ℳ𝑉+ℒ𝑉,𝔪
(𝑉⇝𝑉)
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𝜁2=𝕌𝑊→𝑉+𝑖𝕌�𝑉→𝑉 ⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎞

, 
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⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎛

𝛽′1,1
(𝑉→𝑊) + 𝑖  𝛽′�1,1

(𝑊⇝𝑊)

⋯
𝛽′𝓂𝑊,1

(𝑉→𝑊) + 𝑖  𝛽′�𝓂𝑊,1
(𝑊⇝𝑊)

⋯
⋯
…

𝛽′1,𝔫
(𝑉→𝑊) + 𝑖  𝛽′�1,𝔫

(𝑊⇝𝑊)

⋯
𝛽′𝓂𝑊,𝔫

(𝑉→𝑊) + 𝑖  𝛽′�𝓂𝑊,𝔫
(𝑊⇝𝑊)

⋯
𝛽′ℳ𝑊,1

(𝑉→𝑊) + 𝑖  𝛽′�ℳ𝑊,1
(𝑊⇝𝑊)

𝛽′ℳ𝑊+1,1
(𝑉→𝑊) + 𝑖  𝛽′�ℳ𝑊+1,1

(𝑊⇝𝑊)

⋯
⋯
⋯

⋯
𝛽′ℳ𝑊,𝔫

(𝑉→𝑊) + 𝑖  𝛽′�ℳ𝑊,𝔫
(𝑊⇝𝑊)

𝛽′ℳ𝑊+1,𝔫
(𝑉→𝑊) + 𝑖  𝛽′�ℳ𝑊+1,𝔫

(𝑊⇝𝑊)

⋯
𝛽′ℳ𝑊+ℓ𝑊,1

(𝑉→𝑊) + 𝑖  𝛽′�ℳ𝑊+ℓ𝑊,1
(𝑊⇝𝑊)

⋯
𝛽′ℳ𝑊+ℒ𝑊,1

(𝑉→𝑊) + 𝑖  𝛽′�ℳ𝑊+ℒ𝑊,1
(𝑊⇝𝑊)

⋯
⋯
⋯
⋯

⋯
𝛽′ℳ𝑊+ℓ𝑊,𝔫

(𝑉→𝑊) + 𝑖  𝛽′�ℳ𝑊+ℓ𝑊,𝔫
(𝑊⇝𝑊)

⋯
𝛽′ℳ𝑊+ℒ𝑊,𝔫

(𝑉→𝑊) + 𝑖  𝛽′�ℳ𝑊+ℒ𝑊,𝔫
(𝑊⇝𝑊)

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎞

�����������������������������������������
𝑧3=𝕊𝑉→𝑊

′ +𝑖𝕊�𝑊→𝑊
′

,

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎛

𝜙′1,1
(𝑉→𝑊) + 𝑖  𝜙�′1,1

(𝑊⇝𝑊)

⋯
𝜙′𝓂𝑊,1

(𝑉→𝑊) + 𝑖  𝜙�′𝓂𝑊,1
(𝑊⇝𝑊)

…
⋯
⋯

𝜙′1,𝔪
(𝑉→𝑊) + 𝑖  𝜙�′1,𝔪

(𝑊⇝𝑊)

⋯
𝜙′𝓂𝑊,𝔪

(𝑉→𝑊) + 𝑖  𝜙�′𝓂𝑊,𝔪
(𝑊⇝𝑊)

⋯
𝜙′ℳ𝑊,1

(𝑉→𝑊) + 𝑖  𝜙�′ℳ𝑊,1
(𝑊⇝𝑊)

𝜙′ℳ𝑊+1,1
(𝑉→𝑊) + 𝑖  𝜙�′ℳ𝑊+1,1

(𝑊⇝𝑊)

⋯
⋯
⋯

⋯
𝜙′ℳ𝑊,𝔪

(𝑉→𝑊) + 𝑖  𝜙�′ℳ𝑊,𝔪
(𝑊⇝𝑊)

𝜙′ℳ𝑊+1,𝔪
(𝑉→𝑊) + 𝑖  𝜙�′ℳ𝑊+1,𝔪

(𝑊⇝𝑊)

⋯
𝜙′ℳ𝑊+ℓ𝑊,1

(𝑉→𝑊) + 𝑖  𝜙�′ℳ𝑊+ℓ𝑊,1
(𝑊⇝𝑊)

⋯
𝜙′ℳ𝑊+ℒ𝑊,1

(𝑉→𝑊) + 𝑖  𝜙�′ℳ𝑊+ℒ𝑊,1
(𝑊⇝𝑊)

⋯
⋯
⋯
⋯

⋯
𝜙′ℳ𝑊+ℓ𝑊,𝔪

(𝑉→𝑊) + 𝑖  𝜙�ℳ𝑊+ℓ𝑊,𝔪
′(𝑊⇝𝑊)

⋯
𝜙′ℳ𝑊+ℒ𝑊,𝔪

(𝑉→𝑊) + 𝑖  𝜙�ℳ𝑊+ℒ𝑊,𝔪
′(𝑊⇝𝑊)

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎞

�����������������������������������������
𝜁3=𝕌𝑉→𝑊

′ +𝑖𝕌�𝑊→𝑊
′ ⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎞

, 

�

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎛

𝛽′1,1
(𝑊⇝𝑉) + 𝑖  𝛽′�1,1

(𝑉⇝𝑉)

⋯
𝛽′𝓂𝑉,1

(𝑊⇝𝑉) + 𝑖  �̂�′𝓂𝑉,1
(𝑉⇝𝑉)

⋯
⋯
…

𝛽′1,𝔫
(𝑊⇝𝑉) + 𝑖  𝛽′�1,𝔫

(𝑉⇝𝑉)

⋯
𝛽′𝓂𝑉,𝔫

(𝑊⇝𝑉) + 𝑖  𝛽′�𝓂𝑉,𝔫
(𝑉⇝𝑉)

⋯
𝛽′ℳ𝑉,1

(𝑊⇝𝑉) + 𝑖  𝛽′�ℳ𝑉,1
(𝑉⇝𝑉)

𝛽′ℳ𝑉+1,1
(𝑊⇝𝑉) + 𝑖  𝛽′�ℳ𝑉+1,1

(𝑉⇝𝑉)

⋯
⋯
⋯

⋯
𝛽′ℳ𝑉,𝔫

(𝑊⇝𝑉) + 𝑖  𝛽′�ℳ𝑉,𝔫
(𝑉⇝𝑉)

𝛽′ℳ𝑉+1,𝔫
(𝑊⇝𝑉) + 𝑖  𝛽′�ℳ𝑉+1,𝔫

(𝑉⇝𝑉)

⋯
𝛽′ℳ𝑉+ℓ𝑉,1

(𝑊⇝𝑉) + 𝑖  𝛽′�ℳ𝑉+ℓ𝑉,1
(𝑉⇝𝑉)

⋯
𝛽′ℳ𝑉+ℒ𝑉,1

(𝑊⇝𝑉) + 𝑖  �̂�′ℳ𝑉+ℒ𝑉,1
(𝑉⇝𝑉)

⋯
⋯⋯
⋯

⋯
𝛽′ℳ𝑉+ℓ𝑉,𝔫

(𝑊⇝𝑉) + 𝑖  𝛽′�ℳ𝑉+ℓ𝑉,𝔫
(𝑉⇝𝑉)

⋯
𝛽′ℳ𝑉+ℒ𝑉,𝔫

(𝑊⇝𝑉) + 𝑖  𝛽′�ℳ𝑉+ℒ𝑉,𝔫
(𝑉⇝𝑉)

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎞

���������������������������������������
𝑧4=𝕊𝑊→𝑉

′ +𝑖𝕊�𝑉→𝑉
′

,

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎛

𝜙′1,1
(𝑊⇝𝑉) + 𝑖  𝜙′� 1,1

(𝑉⇝𝑉)

⋯
𝜙′𝓂𝑉,1

(𝑊⇝𝑉) + 𝑖  𝜙′� 𝓂𝑉,1
(𝑉⇝𝑉)

…
⋯
⋯

𝜙′1,𝔪
(𝑊⇝𝑉) + 𝑖  𝜙′� 1,𝔪

(𝑉⇝𝑉)

⋯
𝜙′𝓂𝑉,𝔪

(𝑊⇝𝑉) + 𝑖  𝜙′� 𝓂𝑉,𝔪
(𝑉⇝𝑉)

⋯
𝜙′ℳ𝑉,1

(𝑊⇝𝑉) + 𝑖  𝜙′� ℳ𝑉,1
(𝑉⇝𝑉)

𝜙′ℳ𝑉+1,1
(𝑊⇝𝑉) + 𝑖  𝜙′� ℳ𝑉+1,1

(𝑉⇝𝑉)

⋯
⋯
⋯

⋯
𝜙′ℳ𝑉,𝔪

(𝑊⇝𝑉) + 𝑖  𝜙′� ℳ𝑉,𝔪
(𝑉⇝𝑉)

𝜙′ℳ𝑉+1,𝔪
(𝑊⇝𝑉) + 𝑖  𝜙′� ℳ𝑉+1,𝔪

(𝑉⇝𝑉)

⋯
𝜙′ℳ𝑉+ℓ𝑉,1

(𝑊⇝𝑉) + 𝑖  𝜙′� ℳ𝑉+ℓ𝑉,1
(𝑉⇝𝑉)

⋯
𝜙′ℳ𝑉+ℒ𝑉,1

(𝑊⇝𝑉) + 𝑖  𝜙′� ℳ𝑉+ℒ𝑉,1
(𝑉⇝𝑉)

⋯
⋯⋯
⋯

⋯
𝜙′ℳ𝑉+ℓ𝑉,𝔪

(𝑊⇝𝑉) + 𝑖  𝜙′� ℳ𝑉+ℓ𝑉,𝔪
(𝑉⇝𝑉)

⋯
𝜙′ℳ𝑉+ℒ𝑉,𝔪

(𝑊⇝𝑉) + 𝑖  𝜙′� ℳ𝑉+ℒ𝑉,𝔪
(𝑉⇝𝑉)

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎞

���������������������������������������
𝜁4=𝕌𝑊→𝑉

′ +𝑖𝕌�𝑉→𝑉
′ ⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎞

. 

Remark 7.3. The key sets 

Ω𝑉 = Ω[(𝑉,𝑊)⇝𝑉]([0,1]) and Ω𝑊 = Ω[(𝑉,𝑊)⇝𝑊]([0,1]) 

of (extended or not) supervisory perceptions of two cyber nodes 𝑉 and 𝑊 into 

the system of themselves, that are used in critical definitions given up to now, are 

subsets of the product spaces 

ℂ𝒩×𝔫 × ℂ𝒩×𝔪 and (ℂℙ𝒩)𝔫 × (ℂℙ𝒩)𝔪 = (ℂℙ1)𝒩×𝔫 × (ℂℙ1)𝒩×𝔪. 

The spaces ℂ𝒩×𝔫 and ℂ𝒩×𝔪 will be called complex multi-coordinate spaces. 

Each element of a complex multi-coordinate space ℂ𝒩×𝜈 is of the form  

�𝑧(1), … , 𝑧(𝜈)� 

with 𝑧(𝑟) = �𝑧1
(𝑟), … , 𝑧𝒩

(𝑟)�
𝑇
∈ ℂ𝒩.  Similarly, the spaces (ℂℙ𝒩)𝔫 = (ℂℙ1)𝒩×𝔫 

and (ℂℙ1)𝒩×𝔪 = (ℂℙ𝒩)𝔪  are called complex multi-projective spaces. Each 

element of a complex multi-projective space (ℂℙ1)𝒩×𝜈 = (ℂℙ𝒩)𝜈 has the form 

�𝜁(1), … , 𝜁(𝜈)� 

with 𝜁(𝑟) = �𝜁1
(𝑟), … , 𝜁𝒩

(𝑟)�
𝑇
∈ ℂℙ𝒩.  
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Below, for terminology consolidation purposes, we will prefer not make 

any distinction between the spaces ℂ𝒩×𝔫 and (ℂℙ1)𝒩×𝔫, and we will call them 

using the common name complex multi-spaces. As usually, if there is no risk of 

confusion, the complex multi-spaces may also be represented using the common 

notation 

ℂ𝕄𝒩×𝔫. 

On the other hand, by Definition 1.8, we are also interested for the twofold 

Cartesian products of complex multi spaces. In fact, each momentary cyber 

interaction ℊ  can be considered as a correspondence derived from a map 

transforming a subset 𝒟 of the twofold Cartesian product ℂ𝕄𝒩×𝔫 × ℂ𝕄𝒩×𝔪 of 

complex multi-spaces within its own self:  

ℊ: 𝒟(⊂ ℂ𝕄𝒩×𝔫 × ℂ𝕄𝒩×𝔪)  → ℂ𝕄𝒩×𝔫 × ℂ𝕄𝒩×𝔪:  

��
𝑧1

(1) ⋯ 𝑧1
(𝔫)

⋮ ⋯ ⋮
𝑧𝒩

(1) ⋯ 𝑧𝒩
(𝔫)
� ,�

𝜁1
(1) ⋯ 𝜁1

(𝔪)

⋮ ⋯ ⋮
𝜁𝒩

(1) ⋯ 𝜁𝒩
(𝔪)
��⟼ 

ℊ��
𝑧1

(1) ⋯ 𝑧1
(𝔫)

⋮ ⋯ ⋮
𝑧𝒩

(1) ⋯ 𝑧𝒩
(𝔫)
� ,�

𝜁1
(1) ⋯ 𝜁1

(𝔪)

⋮ ⋯ ⋮
𝜁𝒩

(1) ⋯ 𝜁𝒩
(𝔪)
�� =

��
𝑧′1

(1) ⋯ 𝑧′1
(𝔫)

⋮ ⋯ ⋮
𝑧′𝒩

(1) ⋯ 𝑧′𝒩
(𝔫)
� ,�

𝑤′1
(1) ⋯ 𝑤′1

(𝔪)

⋮ ⋯ ⋮
𝑤′𝒩

(1) ⋯ 𝑤′𝒩
𝜇
��.  

Such a mapping will be called (complex) twofold multi-mapping. In particular, a 

cyber-navigation is a chain of twofold multi-mappings ([10]).  

 

 

8  Coherent Interactive Families 

We now intend to look at the areas in which occurs an increase or decrease 

in cyber-valuations and/or cyber-vulnerabilities during a interplay of the cyber 
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pair (𝑉,𝑊) over the time 𝑡 ∈ ]𝛼,𝛽[ ⊂⊂ [0,1]. Under this approach, we will see 

when an interaction is evolving into an attack. 

For simplification purposes, we will limit ourselves only to the case where 

ℂ𝕄 = ℂ. A study of the general case will remain open. 

In the finite case, we will distinguish two cases. The first case deals with 

interactions occurring in parts of interacting nodes, while the second case refers to 

interactions that are assumed throughout entire nodes To this end, suppose 

𝑋,𝑌 ∈ {𝑉,𝑊}  and 𝓇 > 0 . Let 𝑓𝑟�𝑑𝑒𝑣𝜇1
(𝑋)� ,…,  𝑓𝑟�𝑑𝑒𝑣𝜇𝜈

(𝑋)�  be given 

(𝜇1, … , 𝜇𝜈) − device parts in 𝑋. Let also 𝑓𝑟�𝑟𝑒𝑠𝜅1
(𝑋)�,,…, 𝑓𝑟�𝑟𝑒𝑠𝜅𝜆

(𝑋)� be given 

(𝜅1, … , 𝜅𝜆) − resource parts in 𝑋. Let finally 𝕀 be a given set into the time 

subinterval ]𝛼,𝛽[ ⊂⊂ [0,1]. We need to introduce a certain terminology. A 

family of interactions ℱ = �𝑍 = 𝑍(𝑌,𝑋)(𝑡) = �(𝑧1, 𝜁1), (𝑧2, 𝜁2), (𝑧3, 𝜁3), (𝑧4, 𝜁4)� ∈�  
�(ℂ𝒩×𝔫 × ℂ𝒩×𝔪)4, 𝑡 ∈ 𝕀}, with associated family of cyber-interplays of the ordered 

cyber pair (𝑌,𝑋) over the time 𝑡 ∈ ]𝛼,𝛽[  

𝒟ℱ = �ℊ = ℊ(𝑍): 𝕀 → Ω𝑌 × Ω𝑋 × Ω𝑌 × Ω𝑋:� 

�𝑡 ↦ ℊ(𝑍)(𝑡): = �𝛾𝑌
(𝑍)(𝑡), 𝛾𝑋

(𝑍)(𝑡), 𝛾𝑌
(𝑍)(𝑡 + ∆𝑡), 𝛾𝑋

(𝑍)(𝑡 + ∆𝑡)� : 𝑍 ∈ ℱ�, 

is called coherent interactive family in 𝕀, if there is a homotopy   

𝐻: 𝕀 × [0,1] → Ω𝑌 × Ω𝑋 × Ω𝑌 × Ω𝑋 

such that, for each cyber-interplay ℊ = ℊ(𝑍) ∈ 𝒟ℱ there is a 𝑝 ∈ [0,1] satisfying 

𝐻(𝑡,𝑝) = ℊ(𝑡)  at any moment time 𝑡 ∈  𝕀  on which the cyber-interplay 

ℊ = ℊ(𝑍) implements the interaction 𝑍. Recall that, in topology, two continuous 

functions from one topological space to another are called homotopic (Greek ὁμός 

(homós) = same, similar, and τόπος (tópos) = place) if one can be "continuously 

deformed" into the other, such a deformation being called a homotopy between the 

two functions. Formally, a homotopy between two continuous functions 𝑓 and 𝑔 

from a topological space 𝑈  to a topological space 𝑉  is defined to be a 

continuous function 𝐻 ∶  𝑈 ×  [0,1]  →  𝑉 from the product of the space 𝑈 with 
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the unit interval [0,1] to 𝑉 such that, if 𝑥 ∈  𝑈 then  

𝐻(𝑥, 0)  =  𝑓(𝑥) and 𝐻(𝑥, 1)  =  𝑔(𝑥). 

 

 

9  Subjectivity in Interactive Variations Germs of Cyber 

Attacks 

9.1 Germs of Correlated Cyber-Attacks 

Often, outside the objectivity of evaluating cyber attacks, there is also a 

subjective approach which sometimes can give very strong arguments in assessing 

the reality. In this direction, in this section, we will propose several definitions and 

cases for an alternate consideration based on the subjectivity of the users of the 

involved nodes. We point out that, in the following definitions, the foundation 

adopted was based exclusively on the Euclidean norms. However, this is not 

restrictive, and we can consider any other norm in place in ℝ𝔫 and ℝ𝔪.  

Let us begin with the case of valuation variations relative to the norm 

valuation and the subjectivity of user(s) of another or same node.  

Definition 9.1. Let again 𝕀  be any given set in the time subinterval 

]𝛼,𝛽[ ⊂⊂ [0,1]. Let also 𝑋,𝑌 ∈ {𝑉,𝑊}.  

i. The area [𝒜𝑌
−(𝑋)](𝕀) of correlated reduction of total valuation for node 𝑋 

as evaluated subjectively from the user(s) of 𝑌 over the time set 𝕀, is the family 

of coherent interactions 𝑍 = 𝑍(𝑌,𝑋)(𝑡) = �(𝑧1, 𝜁1), (𝑧2, 𝜁2), (𝑧3, 𝜁3), (𝑧4, 𝜁4)� ∈

(ℂ𝒩×𝔫 × ℂ𝒩×𝔪)4  between 𝑌  and 𝑋  in 𝕀 , for which the (Euclidean) norm 

‖𝑅𝑒𝑧4‖ = � 𝛽′(𝑌⇝𝑋)�: =  �∑ ∑ �𝛽′𝜆,𝑗
(𝑌⇝𝑋)�

2ℳ𝑋+ℒ𝑋
𝜆=1

𝔫
𝑗=1 �

1 2⁄
 of the resulting overall 

valuation in the node 𝑋 as evaluated from the viewpoint of the user(s) of 𝑌 at 

the next moment 𝑡′ is less than the (Euclidean) norm ‖𝑅𝑒𝑧2‖ = �𝛽(𝑌⇝𝑋)�: =
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�∑ ∑ �𝛽𝜆,𝑗
(𝑌⇝𝑋)�

2ℳ𝑋+ℒ𝑋
𝜆=1

𝔫
𝑗=1 �

1 2⁄
 of the initial overall valuation in the node 𝑋 as 

evaluated from the viewpoint of the user(s) of 𝑌 at the preceding moment 𝑡:  

‖𝑅𝑒𝑧4‖ = � 𝛽′(𝑌⇝𝑋)� < �𝛽(𝑌⇝𝑋)� = ‖𝑅𝑒𝑧2‖. 

If the difference ‖𝑅𝑒𝑧2‖ − ‖𝑅𝑒𝑧4‖ exceeds a given valuation danger threshold 

for node 𝑋  as evaluated by the user(s) of 𝑌 , we say that the interactions 

𝑍 = 𝑍(𝑌,𝑋)(𝑡)  of [𝒜𝑌
−(𝑋)](𝕀)  are evaluated as subjectively damaging for 𝑋 

from the viewpoint of 𝑌.  

ii. The area [𝒜𝑋
−(𝑋)](𝕀) of correlated reduction of total valuation for node 𝑋 

as assessed subjectively by themselves the user(s) of node 𝑋 over the time set 𝕀, 

is the family of coherent interactions 

𝑍 = 𝑍(𝑌,𝑋)(𝑡) = �(𝑧1, 𝜁1), (𝑧2, 𝜁2), (𝑧3, 𝜁3), (𝑧4, 𝜁4)� ∈ (ℂ𝒩×𝔫 × ℂ𝒩×𝔪)4  between 

𝑌  and 𝑋  in 𝕀 , for which the (Euclidean) norm ‖𝐼𝑚𝑧4‖ = � �̂�′
(𝑋⇝𝑋)

� : =

 �∑ ∑ ��̂�′𝜆,𝑗
(𝑋⇝𝑋)

�
2

ℳ𝑋+ℒ𝑋
𝜆=1

𝔫
𝑗=1 �

1 2⁄

 of the resulting overall valuation in the node 𝑋 

as assessed by themselves the user(s) of 𝑋 at the next moment 𝑡′ is less than the 

(Euclidean) norm ‖𝐼𝑚𝑧2‖ = ��̂�(𝑋⇝𝑋)�: = �∑ ∑ ��̂�𝜆,𝑗
(𝑋⇝𝑋)�

2ℳ𝑋+ℒ𝑋
𝜆=1

𝔫
𝑗=1 �

1 2⁄
 of the 

initial overall valuation in the node 𝑉 as assessed by themselves the user(s) of 𝑉 

at the preceding moment 𝑡:  

‖𝐼𝑚𝑧4‖ = � �̂�′
(𝑋⇝𝑋)

� < ��̂�(𝑋⇝𝑋)� = ‖𝐼𝑚𝑧2‖. 

If the difference ‖𝐼𝑚𝑧2‖ − ‖𝐼𝑚𝑧4‖ exceeds a given valuation danger threshold 

for node 𝑋  as assessed by themselves the user(s) of 𝑋 , we say that the 

interactions 𝑍 = 𝑍(𝑌,𝑋)(𝑡)  of [𝒜𝑋
−(𝑋)](𝕀)  are evaluated as reflexively 

damaging from the viewpoint of 𝑋. 

iii. The area [𝒜𝑌
+(𝑋)](𝕀) of correlated growth of total valuation for node 𝑋 as 

evaluated subjectively from the user(s) of 𝑌 over the time set 𝕀, is the family of 

coherent interactions 𝑍 = 𝑍(𝑌,𝑋)(𝑡) = �(𝑧1, 𝜁1), (𝑧2, 𝜁2), (𝑧3, 𝜁3), (𝑧4, 𝜁4)� ∈
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(ℂ𝒩×𝔫 × ℂ𝒩×𝔪)4  between 𝑌  and 𝑋  in 𝕀 , for which the (Euclidean) norm 

‖𝑅𝑒𝑧4‖ = � 𝛽′(𝑌⇝𝑋)�: =  �∑ ∑ �𝛽′𝜆,𝑗
(𝑌⇝𝑋)�

2ℳ𝑋+ℒ𝑋
𝜆=1

𝔫
𝑗=1 �

1 2⁄
 of the resulting overall 

valuation in the node 𝑋 as evaluated from the viewpoint of the user(s) of 𝑌 at 

the next moment 𝑡′ is greater than the (Euclidean) norm ‖𝑅𝑒𝑧2‖ = �𝛽(𝑌⇝𝑋)�: =

�∑ ∑ �𝛽𝜆,𝑗
(𝑌⇝𝑋)�

2ℳ𝑋+ℒ𝑋
𝜆=1

𝔫
𝑗=1 �

1 2⁄
 of the initial overall valuation in the node 𝑋 as 

evaluated from the viewpoint of the user(s) of 𝑌 at the preceding moment 𝑡:  

‖𝑅𝑒𝑧4‖ = � 𝛽′(𝑌⇝𝑋)� > �𝛽(𝑌⇝𝑋)� = ‖𝑅𝑒𝑧2‖. 

If the difference ‖𝑅𝑒𝑧4‖ − ‖𝑅𝑒𝑧2‖ exceeds a given valuation benefit limit for 

node 𝑋 as evaluated by the user(s) of 𝑌, we say that the interactions 𝑍 =

𝑍(𝑌,𝑋)(𝑡) of [𝒜𝑌
+(𝑋)](𝕀) are evaluated as subjectively advantageous for 𝑋 from 

the viewpoint of 𝑌. 

iv. The area [𝒜𝑋
+(𝑋)](𝕀) of correlated growth of total valuation for node 𝑋 as 

evaluated subjectively from the user(s) of 𝑋 over the time set 𝕀, is the family of 

coherent interactions 𝑍 = 𝑍(𝑌,𝑋)(𝑡) = �(𝑧1, 𝜁1), (𝑧2, 𝜁2), (𝑧3, 𝜁3), (𝑧4, 𝜁4)� ∈

(ℂ𝒩×𝔫 × ℂ𝒩×𝔪)4  between 𝑌  and 𝑋  in 𝕀 , for which the (Euclidean) norm 

‖𝐼𝑚𝑧4‖ = � �̂�′
(𝑋⇝𝑋)

� : =  �∑ ∑ ��̂�′𝜆,𝑗
(𝑋⇝𝑋)

�
2

ℳ𝑋+ℒ𝑋
𝜆=1

𝔫
𝑗=1 �

1 2⁄

 of the resulting overall 

valuation in the node 𝑋 as evaluated from the viewpoint of the user(s) of 𝑋 at 

the next moment 𝑡′ is greater than the (Euclidean) norm ‖𝐼𝑚𝑧2‖ = ��̂�(𝑋⇝𝑋)�: =

�∑ ∑ ��̂�𝜆,𝑗
(𝑋⇝𝑋)�

2ℳ𝑋+ℒ𝑋
𝜆=1

𝔫
𝑗=1 �

1 2⁄
 of the initial overall valuation in the node 𝑋 as 

evaluated from the viewpoint of the user(s) of 𝑌 at the preceding moment 𝑡:  

‖𝐼𝑚𝑧4‖� �̂�′
(𝑋⇝𝑋)

� > ��̂�(𝑋⇝𝑋)� = ‖𝐼𝑚𝑧2‖. 

If the difference ‖𝐼𝑚𝑧4‖ − ‖𝐼𝑚𝑧2‖ exceeds a given valuation danger threshold 

for node 𝑉  as assessed by themselves the user(s) of 𝑉 , we say that the 

interactions 𝑍 = 𝑍(𝑌,𝑋)(𝑡)  of [𝒜𝑋
+(𝑋)](𝕀)  are evaluated as reflexively 
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advantageous from the viewpoint of 𝑋.  

Similar considerations apply to the vulnerability variations relative only to 

the user(s) of another or the same node. 

Definition 9.2 Let again 𝕀 be any given subset of the time interval ]𝛼,𝛽[ ⊂⊂

[0,1]. Let also 𝑋,𝑌 ∈ {𝑉,𝑊}.  

i The area [ℬ𝑌−(𝑋)](𝕀) of correlated reduction of total vulnerability for node 

𝑋 as evaluated subjectively from the viewpoint of the user(s) of 𝑌 over the time 

set 𝕀  is the family of coherent interactions 

𝑍 = 𝑍(𝑌,𝑋)(𝑡) = �(𝑧1, 𝜁1), (𝑧2, 𝜁2), (𝑧3, 𝜁3), (𝑧4, 𝜁4)� ∈ (ℂ𝒩×𝔫 × ℂ𝒩×𝔪)4  between 

𝑌  and 𝑋  in 𝕀 , for which the (Euclidean) norm ‖𝑅𝑒𝜁4‖ = � 𝜙′(𝑌⇝𝑋)�: =

 �∑ ∑ �𝜙′𝜆,𝑗
(𝑌⇝𝑋)�

2ℳ𝑋+ℒ𝑋
𝜆=1

𝔪
𝑗=1 �

1 2⁄
 of the resulting overall vulnerability in the node 

𝑋 as evaluated from the viewpoint of the user(s) of 𝑌 at the next moment 𝑡′ is 

less than the (Euclidean) norm 

‖𝑅𝑒𝜁2‖ = �𝜙(𝑌⇝𝑋)�: = �∑ ∑ �𝜙𝜆,𝑗
(𝑌⇝𝑋)�

2ℳ𝑋+ℒ𝑋
𝜆=1

𝔪
𝑗=1 �

1 2⁄
 of the initial overall 

vulnerability in the node 𝑋 as evaluated from the viewpoint of the user(s) of 𝑌 

at the preceding moment 𝑡:  

‖𝑅𝑒𝜁4‖ = � 𝜙′(𝑌⇝𝑋)� < �𝜙(𝑌⇝𝑋)� = ‖𝑅𝑒𝜁2‖. 

If the difference ‖𝑅𝑒𝜁2‖ − ‖𝑅𝑒𝜁4‖  exceeds a given vulnerability danger 

threshold for node 𝑋  as evaluated by the user(s) of 𝑌 , we say that the 

interactions 𝑍 = 𝑍(𝑌,𝑋)(𝑡) of [ℬ𝑌−(𝑋)](𝕀) are evaluated as subjectively painless 

for 𝑋 from the viewpoint of 𝑌.  

ii The area [ℬ𝑌+(𝑋)](𝕀) of correlated growth of total vulnerability for node 𝑋 

as evaluated subjectively from the viewpoint of the user(s) of 𝑌 over the time set 

𝕀  is the family of coherent interactions 

𝑍 = 𝑍(𝑌,𝑋)(𝑡) = �(𝑧1, 𝜁1), (𝑧2, 𝜁2), (𝑧3, 𝜁3), (𝑧4, 𝜁4)� ∈ (ℂ𝒩×𝔫 × ℂ𝒩×𝔪)4  between 

𝑌  and 𝑋  in 𝕀 , for which the (Euclidean) norm ‖𝑅𝑒𝜁4‖ = � 𝜙′(𝑌⇝𝑋)�: =



120                                     Cyber-Attacks and Proactive Defences  

 �∑ ∑ �𝜙′𝜆,𝑗
(𝑌⇝𝑋)�

2ℳ𝑋+ℒ𝑋
𝜆=1

𝔪
𝑗=1 �

1 2⁄
 of the resulting overall vulnerability in the node 

𝑋 as evaluated from the viewpoint of the user(s) of 𝑌 at the next moment 𝑡′ is 

greater than the (Euclidean) norm 

‖𝑅𝑒𝜁2‖ = �𝜙(𝑌⇝𝑋)�: = �∑ ∑ �𝜙𝜆,𝑗
(𝑌⇝𝑋)�

2ℳ𝑋+ℒ𝑋
𝜆=1

𝔪
𝑗=1 �

1 2⁄
 of the initial overall 

vulnerability in the node 𝑋 as evaluated from the viewpoint of the user(s) of 𝑌 

at the preceding moment 𝑡:  

‖𝑅𝑒𝜁4‖ = � 𝜙′(𝑌⇝𝑋)� > �𝜙(𝑌⇝𝑋)� = ‖𝑅𝑒𝜁2‖. 

If the difference ‖𝑅𝑒𝜁4‖ − ‖𝑅𝑒𝜁2‖ exceeds a given vulnerability benefit limit for 

node 𝑋 as evaluated by the user(s) of 𝑌, we say that the interactions 𝑍 =

𝑍(𝑌,𝑋)(𝑡) of [ℬ𝑌+(𝑋)](𝕀) are evaluated as subjectively painful for 𝑋 from the 

viewpoint of 𝑌. 

iii The area [ℬ𝑋−(𝑋)](𝕀) of correlated reduction of total vulnerability for node 

𝑋 as assessed subjectively by themselves the user(s) of node 𝑋 over the time set 

𝕀 , is the family of coherent interactions 

𝑍 = 𝑍(𝑌,𝑋)(𝑡) = �(𝑧1, 𝜁1), (𝑧2, 𝜁2), (𝑧3, 𝜁3), (𝑧4, 𝜁4)� ∈ (ℂ𝒩×𝔫 × ℂ𝒩×𝔪)4  between 

𝑌  and 𝑋  in 𝕀 , for which the (Euclidean) norm ‖𝐼𝑚𝜁4‖ = � 𝜙�′
(𝑋⇝𝑋)

� : =

 �∑ ∑ �𝜙�′𝜆,𝑗
(𝑋⇝𝑋)

�
2ℳ𝑋+ℒ𝑋

𝜆=1
𝔪
𝑗=1 �

1 2⁄

 of the resulting overall vulnerability in the node 

𝑋 as assessed by themselves the user(s) of 𝑋 at the next moment 𝑡′ is less than 

the (Euclidean) norm ‖𝐼𝑚𝜁2‖ = �𝜙�(𝑋⇝𝑋)�: = �∑ ∑ �𝜙�𝜆,𝑗
(𝑋⇝𝑋)�

2ℳ𝑋+ℒ𝑋
𝜆=1

𝔪
𝑗=1 �

1 2⁄
 of 

the initial overall vulnerability in the node 𝑋 as assessed by themselves the 

user(s) of 𝑋 at the preceding moment 𝑡:  

‖𝐼𝑚𝜁4‖ = � 𝜙�′
(𝑋⇝𝑋)

� < �𝜙�(𝑋⇝𝑋)� = ‖𝐼𝑚𝜁2‖. 

If the difference ‖𝐼𝑚𝜁2‖ − ‖𝐼𝑚𝜁4‖  exceeds a given vulnerability danger 

threshold for node 𝑋 as assessed by themselves the user(s) of 𝑋, we say that the 
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interactions 𝑍 = 𝑍(𝑌,𝑋)(𝑡) of [ℬ𝑋−(𝑋)](𝕀) are evaluated as subjectively painless 

for 𝑋 from the viewpoint of 𝑋 itself. 

iv The area [ℬ𝑋+(𝑋)](𝕀) of correlated growth of total vulnerability for node 𝑋 

as evaluated subjectively from the viewpoint of the user(s) of 𝑋 over the time set 

𝕀 , is the family of coherent interactions 

𝑍 = 𝑍(𝑌,𝑋)(𝑡) = �(𝑧1, 𝜁1), (𝑧2, 𝜁2), (𝑧3, 𝜁3), (𝑧4, 𝜁4)� ∈ (ℂ𝒩×𝔫 × ℂ𝒩×𝔪)4  between 

𝑌  and 𝑋  in 𝕀 , for which the (Euclidean) norm ‖𝐼𝑚𝜁4‖ = � 𝜙�′
(𝑋⇝𝑋)

� : =

 �∑ ∑ �𝜙�′𝜆,𝑗
(𝑋⇝𝑋)

�
2ℳ𝑋+ℒ𝑋

𝜆=1
𝔪
𝑗=1 �

1 2⁄

 of the resulting overall vulnerability in the node 

𝑋 as evaluated from the viewpoint of the user(s) of 𝑋 at the next moment 𝑡′ is 

greater than the (Euclidean) norm 

‖𝐼𝑚𝜁2‖ = �𝜙�(𝑋⇝𝑋)�: = �∑ ∑ �𝜙�𝜆,𝑗
(𝑋⇝𝑋)�

2ℳ𝑋+ℒ𝑋
𝜆=1

𝔪
𝑗=1 �

1 2⁄
 of the initial overall 

vulnerability in the node 𝑋 as evaluated from the viewpoint of the user(s) of 𝑌 

at the preceding moment 𝑡:  

‖𝐼𝑚𝜁4‖� 𝜙�′
(𝑋⇝𝑋)

� > �𝜙�(𝑋⇝𝑋)� = ‖𝐼𝑚𝜁2‖. 

If the difference ‖𝐼𝑚𝑧4‖ − ‖𝐼𝑚𝑧2‖  exceeds a given vulnerability danger 

threshold for node 𝑋 as assessed by themselves the user(s) of 𝑋, we say that the 

interactions 𝑍 = 𝑍(𝑌,𝑋)(𝑡) of [ℬ𝑋+(𝑋)](𝕀) are evaluated as subjectively painful 

for 𝑋 from the viewpoint of 𝑋 itself.  

Definition 9.3. A germ of correlated cyber attack from 𝑊 against 𝑉, during 

a given time set 𝕀  in ]𝛼,𝛽[ ⊂⊂ [0,1] , is a family of coherent interactions 

𝑍 = 𝑍(𝑊,𝑉)(𝑡) = �(𝑧1, 𝜁1), (𝑧2, 𝜁2), (𝑧3, 𝜁3), (𝑧4, 𝜁4)� ∈ (ℂ𝒩×𝔫 × ℂ𝒩×𝔪)4 , 𝑡 ∈ 𝕀 , 

lying in the so called correlated danger sector 𝔛 = 𝔛𝑊→𝑉(𝕀) to the node 𝑉 from 

the node 𝑊 during the entire time set 𝕀, defined by intersection  

𝔛 = ��[𝒜𝑊
− (𝑉)](𝕀)⋂[𝒜𝑉

−(𝑉)](𝕀)�⋂�[𝒜𝑉
+(𝑊)](𝕀)⋂[𝒜𝑊

+ (𝑊)](𝕀)�⋂�   
��[ℬ𝑉−(𝑊)](𝕀)⋂[ℬ𝑊− (𝑊)](𝕀)�⋂�[ℬ𝑉+(𝑉)](𝕀)⋂[ℬ𝑊+ (𝑉)](𝕀)��, 
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provided, of course, that 𝔛 ≠ ∅ . If each one of the coherent interactions 

𝑍(𝑊,𝑉)(𝑡) is elementary, we say that the germ is elementary; otherwise, it is called 

sequential or complex. If 𝕀 = {𝑡0}  for some 𝑡0 ∈ ]0,1[ , the germ is called 

momentary. 

Definition 9.4. The node 𝑉 is said to be affine secure from attacks of 𝑊 

during the time set 𝕀 if 𝔛 = ∅.  

Definition 9.5. More generally, an affine secure area of 𝑉  from the 

correlated cyber attacks of 𝑊  during the time set 𝕀  is any set in the 

complementary 𝔛𝐶  in (ℂ𝒩×𝔫 × ℂ𝒩×𝔪)4 of 𝔛.  

 

 

9.2 Germs of Absolute Cyber-Attacks 

Next, we consider the case of valuation variations relative only to the 

user(s) of another or the same node and independently of the valuation variations 

of this node. 

Definition 9.6 Let 𝕀 be any given set in the time subinterval ]𝛼,𝛽[ ⊂⊂ [0,1]. Let 

also 𝑋,𝑌 ∈ {𝑉,𝑊}. 

i The area ��̃�𝑌−(𝑋)�(𝕀) of absolute reduction of total valuation for node 𝑋 as 

evaluated subjectively from the user(s) of 𝑌 over the time set 𝕀, is the family of 

coherent interactions 𝑍 = 𝑍(𝑌,𝑋)(𝑡) ∈ (ℂ𝒩×𝔫 × ℂ𝒩×𝔪)4 between 𝑌 and 𝑋 in 𝕀, 

for which the (Euclidean) norm � 𝛽′(𝑌⇝𝑋)�: =  �∑ ∑ �𝛽′𝜆,𝑗
(𝑌⇝𝑋)�

2ℳ𝑋+ℒ𝑋
𝜆=1

𝔫
𝑗=1 �

1 2⁄
 of 

the resulting overall valuation in the node 𝑋 as evaluated from the viewpoint of 

the user(s) of 𝑌 at a next moment 𝑡′ is less than a given threshold 𝒞:  

� 𝛽′(𝑌⇝𝑋)� < 𝐶. 

The number 𝒞 is called extensibility radius of total valuation reduction in 𝑋 

from the viewpoint of 𝑌 . If the extensibility radius 𝒞  is less than a given 
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valuation damage threshold 𝒱𝒶ℓ𝑌(𝑋), we say that ��̃�𝑌−(𝑋)�(𝕀) is an area of 

absolute danger for 𝑋 as evaluated subjectively by the user(s) of 𝑌. 

ii The area ��̃�𝑋−(𝑋)�(𝕀) of absolute reduction of total valuation for node 𝑋 as 

assessed subjectively by themselves the user(s) of node 𝑋 themselves over the 

time set 𝕀 , s the family of coherent interactions 𝑍 = 𝑍(𝑌,𝑋)(𝑡) ∈ (ℂ𝒩×𝔫 ×

ℂ𝒩×𝔪4 between 𝑌 and 𝑋 in 𝕀, for which the (Euclidean) norm  𝛽′𝑋⇝𝑋:= 

�∑ ∑ ��̂�′𝜆,𝑗
(𝑋⇝𝑋)

�
2

ℳ𝑋+ℒ𝑋
𝜆=1

𝔫
𝑗=1 �

1 2⁄

 of the resulting overall valuation in the node 𝑋 

as evaluated from the viewpoint of the user(s) of 𝑋 at the next moment 𝑡′ is less 

than a threshold 𝒞:  

� �̂�′
(𝑋⇝𝑋)

� < 𝐶. 

The number 𝒞 is called extensibility radius of the total valuation reduction in 𝑋 

from the viewpoint of 𝑋 itself. If this extensibility radius 𝒞 is less than a given 

valuation damage threshold 𝒱𝒶ℓ𝑋(𝑋), we say that ��̃�𝑋−(𝑋)�(𝕀) is an area of 

absolute danger of node 𝑋 as evaluated subjectively by the user(s) of 𝑋. 

iii The area ��̃�𝑌+(𝑋)�(𝕀) of absolute growth of total valuation for node 𝑋 as 

evaluated subjectively from the user(s) of 𝑌 over the time set 𝕀, is the family of 

coherent interactions 𝑍 = 𝑍(𝑌,𝑋)(𝑡) ∈ (ℂ𝒩×𝔫 × ℂ𝒩×𝔪)4 between 𝑌 and 𝑋 in 𝕀, 

for which the (Euclidean) norm � 𝛽′(𝑌⇝𝑋)�: =  �∑ ∑ �𝛽′𝜆,𝑗
(𝑌⇝𝑋)�

2ℳ𝑋+ℒ𝑋
𝜆=1

𝔫
𝑗=1 �

1 2⁄
 of 

the resulting overall valuation in the node 𝑋 as evaluated from the viewpoint of 

the user(s) of 𝑌 at the next moment 𝑡 ′ is greater that a threshold 𝒞:  

� 𝛽′(𝑌⇝𝑋)� > 𝐶. 

The number 𝒞 is called extensibility radius of the total valuation growth in 𝑋 

from the viewpoint of 𝑌. If this extensibility radius 𝒞 is greater than a given 

valuation benefit limit ℬℯ𝓃ℒ𝒾𝓂𝑌(𝑋), we say that ��̃�𝑌+(𝑋)�(𝕀) is an area of 

absolute security of node 𝑋 as evaluated subjectively by the user(s) of 𝑌. 

iv The area ��̃�𝑋+(𝑋)�(𝕀) of absolute growth of total valuation for node 𝑋 as 
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evaluated subjectively from the user(s) of 𝑋 themselves over the time set 𝕀, is the 

family of coherent interactions 𝑍 = 𝑍(𝑌,𝑋)(𝑡) ∈ (ℂ𝒩×𝔫 × ℂ𝒩×𝔪)4  between 𝑌 

and 𝑋  in 𝕀 , for which the (Euclidean) norm 

� �̂�′
(𝑋⇝𝑋)

� : =  �∑ ∑ ��̂�′𝜆,𝑗
(𝑋⇝𝑋)

�
2

ℳ𝑋+ℒ𝑋
𝜆=1

𝔫
𝑗=1 �

1 2⁄

 of the resulting overall valuation 

in node 𝑋 as evaluated from the viewpoint of the user(s) of 𝑋 at the next 

moment 𝑡′ is greater that a threshold 𝒞:  

� �̂�′
(𝑋⇝𝑋)

� > 𝐶. 

The number 𝒞 is called extensibility radius of the total valuation growth in 𝑋 

from the viewpoint of 𝑋 itself. If this extensibility radius 𝒞 is greater than a 

given valuation benefit limit ℬℯ𝓃ℒ𝒾𝓂𝑋(𝑋), we say that ��̃�𝑋+(𝑋)�(𝕀) is an area 

of absolute security of node 𝑋 as evaluated subjectively from the viewpoint of 𝑋 

itself.  

Next, we consider the case of valuation variations relative only to the 

user(s) of another or the same node and independently of the valuation variations 

of this node. 

Definition 9.7 Let again 𝕀 be a given set in the time subinterval ]𝛼,𝛽[ ⊂⊂ [0,1]. 

Let also 𝑋,𝑌 ∈ {𝑉,𝑊}. 

i The area [𝐵�𝑌−(𝑋)](𝕀) of absolute reduction of total vulnerability for node 𝑋 

as evaluated subjectively from the viewpoint of the user(s) of 𝑌 over the time set 

𝕀 , is the family of coherent interactions 𝑍 = 𝑍(𝑌,𝑋)(𝑡) ∈ (ℂ𝒩×𝔫 × ℂ𝒩×𝔪)4 

between 𝑌  and 𝑋  in 𝕀 , for which the (Euclidean) norm � 𝜙′(𝑌⇝𝑋)�: =

 �∑ ∑ �𝜙′𝜆,𝑗
(𝑌⇝𝑋)�

2ℳ𝑌+ℒ𝑋
𝜆=1

𝔪
𝑗=1 �

1 2⁄
 of the resulting overall vulnerability in the node 

𝑋 as evaluated from the viewpoint of the user(s) of 𝑌 at the next moment 𝑡′ is 

less than a given threshold 𝒞:  

� 𝜙′(𝑌⇝𝑋)� < 𝐶.  
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The number 𝒞 is called extensibility radius of the total vulnerability reduction in 

𝑋 from the viewpoint of 𝑌. If this extensibility radius 𝒞 is less than a given 

vulnerability benefit limit ℬℯ𝓃ℒ𝒾𝓂� 𝑌(𝑋), we say that [𝐵�𝑌−(𝑋)](𝕀) is a secure 

area for node 𝑋 as evaluated subjectively from the user(s) of 𝑌. 

ii The area [𝐵�𝑌+(𝑋)](𝕀) of absolute growth of total vulnerability for node 𝑋 

as evaluated subjectively from the viewpoint of the user(s) of 𝑌 over the time set 

𝕀 , is the family of coherent interactions 𝑍 = 𝑍(𝑌,𝑋)(𝑡) ∈ (ℂ𝒩×𝔫 × ℂ𝒩×𝔪)4 

between 𝑌  and 𝑋  in 𝕀 , for which the (Euclidean) norm � 𝜙′(𝑌⇝𝑋)�: =

 �∑ ∑ �𝜙′𝜆,𝑗
(𝑌⇝𝑋)�

2ℳ𝑋+ℒ𝑋
𝜆=1

𝔪
𝑗=1 �

1 2⁄
 of the resulting overall vulnerability in the node 

𝑋 as evaluated from the viewpoint of the user(s) of 𝑌 at the next moment 𝑡′ is 

greater that a threshold 𝒞:  

� 𝜙′(𝑌⇝𝑋)� > 𝐶.  

The number 𝒞 is called extensibility radius of the total vulnerability growth in 

𝑋from the viewpoint of 𝑌. If this extensibility radius 𝒞 is greater than a given 

vulnerability damaging threshold 𝒱𝓊ℓ𝑌(𝑋) for node 𝑋  as evaluated by the 

user(s) of 𝑌 , we say that [𝐵�𝑌+(𝑋)](𝕀) is a damaging area for 𝑋  from the 

viewpoint of 𝑌.  

iii The area [𝐵�𝑋−(𝑋)](𝕀) of absolute reduction of total vulnerability for node 𝑋 

as assessed subjectively by the user(s) of node 𝑋 themselves over the time set 𝕀, 

is the family of coherent interactions 𝑍 = 𝑍(𝑌,𝑋)(𝑡) ∈ (ℂ𝒩×𝔫 × ℂ𝒩×𝔪)4 between 

𝑌  and 𝑋  in 𝕀 , for which the (Euclidean) norm 

� 𝜙�′
(𝑋⇝𝑋)

� : =  �∑ ∑ �𝜙�′𝜆,𝑗
(𝑋⇝𝑋)

�
2ℳ𝑋+ℒ𝑋

𝜆=1
𝔪
𝑗=1 �

1 2⁄

 of the resulting overall 

vulnerability in the node 𝑋 as evaluated from the viewpoint of the user(s) of 𝑋 

at the next moment 𝑡′ is less than a threshold 𝒞:  

� 𝜙�′
(𝑋⇝𝑋)

� < 𝐶. 

The number 𝒞 is called extensibility radius of total vulnerability reduction in 𝑋 
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from the viewpoint of 𝑋 itself. If this extensibility radius 𝒞 is less than a given 

vulnerability benefit ℬℯ𝓃ℒ𝒾𝓂� 𝑋(𝑋), we say that [𝐵�𝑌−(𝑋)](𝕀) is a subjectively 

secure area for 𝑋. 

iv The area [𝐵�𝑋+(𝑋)](𝕀) of absolute growth of total vulnerability for node 𝑋 

as evaluated subjectively from the viewpoint of the user(s) of 𝑉 themselves over 

the time set 𝕀, is the family of coherent interactions 𝑍 = 𝑍(𝑌,𝑋)(𝑡) ∈ (ℂ𝒩×𝔫 ×

ℂ𝒩×𝔪)4  between 𝑌  and 𝑋  in 𝕀 , for which the (Euclidean) norm 

� 𝜙�′
(𝑋⇝𝑋)

� : =  �∑ ∑ �𝜙�′𝜆,𝑗
(𝑋⇝𝑋)

�
2ℳ𝑋+ℒ𝑋

𝜆=1
𝔪
𝑗=1 �

1 2⁄

 of the resulting overall 

vulnerability in the node 𝑋 as evaluated from the viewpoint of the user(s) of 𝑋 

at the next moment 𝑡′ is greater that a threshold 𝒞:  

� 𝜙�′
(𝑋⇝𝑋)

� > 𝐶. 

The number 𝒞 is called extensibility radius of the total vulnerability growth in 𝑉 

from the viewpoint of 𝑋 itself. If this extensibility radius 𝒞 is greater than a 

given vulnerability damaging threshold 𝒱𝓊ℓ𝑋(𝑋) for node 𝑋 as evaluated by 

the user(s) of 𝑋 themselves, we say that [𝐵�𝑋+(𝑋)](𝕀) is a subjectively damaging 

area for 𝑋.  

Definition 9.8. A germ of absolute cyber attack from 𝑊 against 𝑉, during a 

given time set 𝕀 in the subinterval ]𝛼,𝛽[ ⊂⊂ [0,1], is a family of coherent 

interactions 𝑍 = 𝑍(𝑊,𝑉)(𝑡) ∈ (ℂ𝒩×𝔫 × ℂ𝒩×𝔪)4 , 𝑡 ∈ 𝕀 , lying in the so called 

absolute danger sector 𝔛� = 𝔛�𝑊⟶𝑉 to the node 𝑉 from the node 𝑊 during the 

entire time set 𝕀, defined by intersection 

𝔛� = ����̃�𝑊− (𝑉)�(𝕀)⋂��̃�𝑉−(𝑉)�(𝕀)�� ⋂ ���̃�𝑉+(𝑊)�(𝕀)⋂��̃�𝑊+ (𝑊)�(𝕀)�⋂ 

��{[𝐵�𝑉−(𝑊)](𝕀)⋂[𝐵�𝑊− (𝑊)](𝕀)}�⋂�[𝐵�𝑉+(𝑉)](𝕀)⋂[𝐵�𝑊+ (𝑉)](𝕀)��. 

provided, of course, that 𝔛� ≠ ∅ . If each one of the coherent interactions 

𝑍(𝑊,𝑉)(𝑡) is elementary, we say that the germ is said to be elementary; otherwise, 
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it is called sequential or complex. If 𝕀 = {𝑡0} for some 𝑡0 ∈ ]𝛼,𝛽[, the germ is 

called momentary.  

Definition 9.9. The node 𝑉 is absolutely secure from cyber attacks of 𝑊 

during the time set 𝕀 if 𝔛� = ∅. 

Definition 9.10. And, more generally, an absolutely secure area for node 𝑉 

from cyber attacks of 𝑊 during the time set 𝕀 is any set in the complementary 

𝔛�𝐶  in (ℂ𝒩×𝔫 × ℂ𝒩×𝔪)4 of 𝔛�.  

 

 

9.3 Germs of partial cyber-attacks 
 

It is known that cyber attacks carried out in a targeted or oriented manner 

against specific parts of particular devices or against specific parts of particular 

resources. So, in this section, we will consider the case of partial interactions, i.e., 

of cyber interactions between parts of some devices or resources cyber two nodes. 

To do this, let’s again 

𝑋,𝑌 ∈ {𝑉,𝑊} and 𝓇 > 0. 

Let also (𝜇1, … , 𝜇𝜈) − device parts, say 

𝑓𝑟�𝑑𝑒𝑣𝜇1
(𝑋)�, 𝑓𝑟�𝑑𝑒𝑣𝜇2

(𝑋)�,…, 𝑓𝑟�𝑑𝑒𝑣𝜇𝜈
(𝑋)� 

of 𝑋, and (𝜅1, … , 𝜅𝜆) − resource parts, say 

𝑓𝑟�𝑟𝑒𝑠𝜅1
(𝑋)�, 𝑓𝑟�𝑟𝑒𝑠𝜅2

(𝑋)�,…, 𝑓𝑟�𝑟𝑒𝑠𝜅𝜆
(𝑋)� 

of 𝑋. Let finally 𝕀 be a given set in the time subinterval ]𝛼,𝛽[ ⊂⊂ [0,1]. 

 

Definition 9.10. Let 𝕀 be a given set in the time subinterval ]𝛼,𝛽[ ⊂⊂ [0,1]. 

Let also 𝑋,𝑌 ∈ {𝑉,𝑊}. 

i. The region [ℛ𝕊−(𝑋)](𝕀)  (or simply denoted by [ℛ1(𝑋)](𝕀)) of partial 

valuation reduction of node 𝑉 as evaluated subjectively from the viewpoint of the 

user(s) of 𝑊  over the time set 𝕀, with extensiveness radius 𝓇 > 0, in the 
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(𝜇1, … , 𝜇𝜈) − device parts 𝑓𝑟�𝑑𝑒𝑣𝜇1
(𝑋)�, 𝑓𝑟�𝑑𝑒𝑣𝜇2

(𝑋)�,…, 𝑓𝑟�𝑑𝑒𝑣𝜇𝜈
(𝑋)� of 𝑋  and 

the (𝜅1, … , 𝜅𝜆) − resource parts 𝑓𝑟�𝑟𝑒𝑠𝜅1
(𝑋)�, 𝑓𝑟�𝑟𝑒𝑠𝜅2

(𝑋)�,…, 𝑓𝑟�𝑟𝑒𝑠𝜅𝜆
(𝑋)� of 𝑋 

is the set of all coherent interactions 𝑍 = 𝑍(𝑊,𝑉)(𝑡) = �(𝑧1, 𝜁1), (𝑧2, 𝜁2), � 

�(𝑧3, 𝜁3), (𝑧4, 𝜁4)� ∈ (ℂ𝒩×𝔫 × ℂ𝒩×𝔪)4 between 𝑌 and 𝑋 in 𝕀, for each of which 

the corresponding index- set: 

�𝑗 ∈ {𝜇1, … , 𝜇𝜈 , 𝜅1, … , 𝜅𝜆}:∑ �𝛽𝑗,𝑘
(𝑌⇝𝑋) + 𝑖  �̂�𝑗,𝑘

(𝑌⇝𝑋)�
2

𝔫
𝑘=1 > ∑ �𝛽′𝑗,𝑘

(𝑌⇝𝑋) +𝔫
𝑘=1

𝑖  𝛽′� 𝑗,𝑘
(𝑌⇝𝑋)�

2
� with at least one  

index 𝑘 ∈ {1,2, … , 𝔫} being such that  ��𝛽𝑗,𝑘
(𝑌⇝𝑋) + 𝑖  �̂�𝑗,𝑘

(𝑌⇝𝑋)� −

�𝛽′𝑗,𝑘
(𝑌⇝𝑋) + 𝑖  𝛽′�𝑗,𝑘

(𝑌⇝𝑋)
� > 𝑟�, 

whenever 𝑌 = 𝑉,𝑊. If the extensiveness radius 𝓇 of [ℛ𝕊−(𝑋)](𝕀) is greater 

that a given valuation damage threshold, the interactions 𝑍 = 𝑍(𝑌,𝑋)(𝑡)  of 

[ℛ𝕊−(𝑋)](𝕀) are said to be damaging in 𝑋. 

ii The region [ℛ𝕊+(𝑋)](𝕀)  (or simply denoted by [ℛ2(𝑋)](𝕀)) of partial 

valuation growth of node 𝑉 as evaluated subjectively from the viewpoint of the 

user(s) of 𝑊  over the time set 𝕀 , with extensiveness radius 𝓇 , in the 

(𝜇1, … , 𝜇𝜈) − device parts 𝑓𝑟�𝑑𝑒𝑣𝜇1
(𝑋)�, 𝑓𝑟�𝑑𝑒𝑣𝜇2

(𝑋)�,…, 𝑓𝑟�𝑑𝑒𝑣𝜇𝜈
(𝑋)� of 𝑋  and 

the (𝜅1, … , 𝜅𝜆) − resource parts 𝑓𝑟�𝑟𝑒𝑠𝜅1
(𝑋)�, 𝑓𝑟�𝑟𝑒𝑠𝜅2

(𝑋)�,…, 𝑓𝑟�𝑟𝑒𝑠𝜅𝜆
(𝑋)� of 𝑋 

is the set of all coherent interactions 𝑍 = 𝑍(𝑊,𝑉)(𝑡) = 

�(𝑧1, 𝜁1), (𝑧2, 𝜁2), (𝑧3, 𝜁3), (𝑧4, 𝜁4)� ∈ (ℂ𝒩×𝔫 × ℂ𝒩×𝔪)4  between 𝑌  and 𝑋  in 𝕀, 

for each of which the corresponding index- set: 

�𝑗 ∈ {𝜇1, … , 𝜇𝜈 , 𝜅1, … , 𝜅𝜆}:∑ �𝛽′𝑗,𝑘
(𝑌⇝𝑋) + 𝑖  𝛽′�𝑗,𝑘

(𝑌⇝𝑋)
�
2

𝔫
𝑘=1 > ∑ �𝛽𝑗,𝑘

(𝑌⇝𝑋) +𝔫
𝑘=1

𝑖  �̂�𝑗,𝑘
(𝑌⇝𝑋)�

2�  with at least one index 𝑘 ∈ {1,2, … , 𝔫}  being such that  

��𝛽′𝑗,𝑘
(𝑌⇝𝑋) + 𝑖  𝛽′�𝑗,𝑘

(𝑌⇝𝑋)
� − �𝛽𝑗,𝑘

(𝑌⇝𝑋) + 𝑖  �̂�𝑗,𝑘
(𝑌⇝𝑋)� > 𝑟�, 
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whenever 𝑌 = 𝑉,𝑊. If the extensiveness radius 𝓇 of [ℛ𝕊+(𝑋)](𝕀) is greater 

that a given valuation benefit limit, the interactions 𝑍 = 𝑍(𝑌,𝑋)(𝑡)  of 

[ℛ𝕊+(𝑋)](𝕀) are said to be advantageous in 𝑋. 

iii. The region [ℛ𝕌−(𝑋)](𝕀)  (or simply denoted by [ℛ3(𝑋)](𝕀)) of partial 

vulnerability reduction of node 𝑉 as evaluated subjectively from the viewpoint of 

the user(s) of 𝑊  over the time set 𝕀 , with extensiveness radius 𝓇 , in the 

(𝜇1, … , 𝜇𝜈) − device parts  𝑓𝑟�𝑑𝑒𝑣𝜇1
(𝑉)�, 𝑓𝑟�𝑑𝑒𝑣𝜇2

(𝑉)�,…, 𝑓𝑟�𝑑𝑒𝑣𝜇𝜈
(𝑉)� of 𝑉  and 

the (𝜅1, … , 𝜅𝜆) − resource parts 𝑓𝑟�𝑟𝑒𝑠𝜅1
(𝑉)�, 𝑓𝑟�𝑟𝑒𝑠𝜅2

(𝑉)�,…, 𝑓𝑟�𝑟𝑒𝑠𝜅𝜆
(𝑉)� of 𝑉 

is the set of all coherent interactions 𝑍 = 𝑍(𝑊,𝑉)(𝑡) = 

�(𝑧1, 𝜁1), (𝑧2, 𝜁2), (𝑧3, 𝜁3), (𝑧4, 𝜁4)� ∈ (ℂ𝒩×𝔫 × ℂ𝒩×𝔪)4  between 𝑌  and 𝑋  in 𝕀, 

for each of which the corresponding index- set: 

�𝑗 ∈ {𝜇1, … , 𝜇𝜈 , 𝜅1, … , 𝜅𝜆}:∑ �𝜙𝑗,𝑘
(𝑌⇝𝑋) + 𝑖  𝜙�𝑗,𝑘

(𝑌⇝𝑋)�
2

𝔪
𝑘=1 > ∑ �𝜙′𝑗,𝑘

(𝑌⇝𝑋) +𝔪
𝑘=1

𝑖  𝜙′𝑗,𝑘𝑌⇝𝑋2 with at least one index 𝑘∈1,2,…,𝔪 being such that 

��𝜙𝑗,𝑘
(𝑌⇝𝑋) + 𝑖  𝜙�𝑗,𝑘

(𝑌⇝𝑋)� − �𝜙′𝑗,𝑘
(𝑌⇝𝑋) + 𝑖  𝜙′� 𝑗,𝑘

(𝑌⇝𝑋)
� > 𝑟�, 

whenever 𝑌 = 𝑉,𝑊. If the extensiveness radius 𝓇 of [ℛ𝕌−(𝑋)](𝕀) is less than 

a given vulnerability damage threshold, the interactions 𝑍 = 𝑍(𝑌,𝑋)(𝑡)  of 

[ℛ𝕌−(𝑋)](𝕀) are said to be advantageous in 𝑋. 

iv. The region [ℛ𝕌+(𝑋)](𝕀)  (or simply denoted by [ℛ4(𝑋)](𝕀)) of partial 

vulnerability growth of node 𝑉 as evaluated subjectively from the viewpoint of 

the user(s) of 𝑊  over the time set 𝕀 , with extensiveness radius 𝓇 , in the 

(𝜇1, … , 𝜇𝜈) − device parts 𝑓𝑟�𝑑𝑒𝑣𝜇1
(𝑋)�, 𝑓𝑟�𝑑𝑒𝑣𝜇2

(𝑋)�,…, 𝑓𝑟�𝑑𝑒𝑣𝜇𝜈
(𝑋)� of 𝑋  and 

the (𝜅1, … , 𝜅𝜆) − resource parts 𝑓𝑟�𝑟𝑒𝑠𝜅1
(𝑋)�, 𝑓𝑟�𝑟𝑒𝑠𝜅2

(𝑋)�,…, 𝑓𝑟�𝑟𝑒𝑠𝜅𝜆
(𝑋)� of 𝑋 

is the set of all coherent interactions 

𝑍 = 𝑍(𝑊,𝑉)(𝑡) = �(𝑧1, 𝜁1), (𝑧2, 𝜁2), (𝑧3, 𝜁3), (𝑧4, 𝜁4)� ∈ (ℂ𝒩×𝔫 × ℂ𝒩×𝔪)4  between 

𝑌 and 𝑋 in 𝕀, for each of which the corresponding index- set: 
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�𝑗 ∈ {𝜇1, … , 𝜇𝜈 , 𝜅1, … , 𝜅𝜆}:∑ �𝜙′𝑗,𝑘
(𝑌⇝𝑋) + 𝑖  𝜙′� 𝑗,𝑘

(𝑌⇝𝑋)
�
2

𝔪
𝑘=1 > ∑ �𝜙𝑗,𝑘

(𝑌⇝𝑋) +𝔪
𝑘=1

𝑖  𝜙�𝑗,𝑘
(𝑌⇝𝑋)�

2�  with at least one index 𝑘 ∈ {1,2, … ,𝔪}  being such that 

��𝜙′𝑗,𝑘
(𝑌⇝𝑋) + 𝑖  𝜙′� 𝑗,𝑘

(𝑌⇝𝑋)
� − �𝜙𝑗,𝑘

(𝑌⇝𝑋) + 𝑖  𝜙�𝑗,𝑘
(𝑌⇝𝑋)� > 𝑟�, 

whenever 𝑌 = 𝑉,𝑊. If the extensiveness radius 𝓇 of [ℛ𝕌+(𝑋)](𝕀) is greater 

than a given vulnerability damage threshold, the interactions 𝑍 = 𝑍(𝑌,𝑋)(𝑡) of 

[ℛ𝕌+(𝑋)](𝕀) are said to be damaging in 𝑋.  

Based on this preliminary material, we are now able to give the following 

general definition.  

Definition 9.11. A germ of partial cyber attack from 𝑊  against the 

(𝜇1, … , 𝜇𝜈) − device parts  𝑓𝑟�𝑑𝑒𝑣𝜇1
(𝑉)�, 𝑓𝑟�𝑑𝑒𝑣𝜇2

(𝑉)�,…, 𝑓𝑟�𝑑𝑒𝑣𝜇𝜈
(𝑉)� of 𝑉  and 

the (𝜅1, … , 𝜅𝜆) − resource parts 𝑓𝑟�𝑟𝑒𝑠𝜅1
(𝑉)�, 𝑓𝑟�𝑟𝑒𝑠𝜅2

(𝑉)�,…, 𝑓𝑟�𝑟𝑒𝑠𝜅𝜆
(𝑉)� of 𝑉, 

during a given time subset 𝕀 of a subinterval [𝛼,𝛽] ⊂⊂ [0,1], is a family of 

coherent interactions 𝑍 = 𝑍(𝑊,𝑉)(𝑡) = �(𝑧1, 𝜁1), (𝑧2, 𝜁2), (𝑧3, 𝜁3), (𝑧4, 𝜁4)� ∈

(ℂ𝒩×𝔫 × ℂ𝒩×𝔪)4, 𝑡 ∈ 𝕀, lying in the so called partial danger sector ℇ = ℇ𝑊→𝑉 

to the node 𝑉  from the node 𝑊  during the entire time set 𝕀 , defined by 

intersection 

ℇ: = [ℛ𝕊−(𝑉)](𝕀)⋂[ℛ𝕊+(𝑊)](𝕀)⋂[ℛ𝕌−(𝑊)](𝕀)⋂[ℛ𝕌+(𝑉)](𝕀).  

If a coherent interaction is elementary, we say that the continuous cyber attack is 

elementary; otherwise, it is called sequential or complex. If 𝕀 = {𝑡0} for some 

𝑡0 ∈ ]0,1[, the germ is called momentary.  

Definition 9.12. The node 𝑉  is partially secure from cyber attacks of 𝑊 

against the (𝜇1, … , 𝜇𝜈) − device parts 𝑓𝑟�𝑑𝑒𝑣𝜇1
(𝑉)�, 𝑓𝑟�𝑑𝑒𝑣𝜇2

(𝑉)�,…, 𝑓𝑟�𝑑𝑒𝑣𝜇𝜈
(𝑉)� 

of 𝑉  and the (𝜅1, … , 𝜅𝜆) −  resource parts 𝑓𝑟�𝑟𝑒𝑠𝜅1
(𝑉)� , 

𝑓𝑟�𝑟𝑒𝑠𝜅2
(𝑉)� ,…,  𝑓𝑟�𝑟𝑒𝑠𝜅𝜆

(𝑉)�  of 𝑉 , during a given closed time subinterval 
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𝕀 ⊂⊂ ]0,1[, if  ℇ = ∅. 

Definition 9.13. And, more generally, a partially secure area for node 𝑉 from 

cyber attacks of 𝑊  against the (𝜇1, … , 𝜇𝜈) −  device parts  𝑓𝑟�𝑑𝑒𝑣𝜇1
(𝑉)� , 

𝑓𝑟�𝑑𝑒𝑣𝜇2
(𝑉)� ,…,  𝑓𝑟�𝑑𝑒𝑣𝜇𝜈

(𝑉)�  of 𝑉  and the (𝜅1, … , 𝜅𝜆) −  resource parts 

𝑓𝑟�𝑟𝑒𝑠𝜅1
(𝑉)� , 𝑓𝑟�𝑟𝑒𝑠𝜅2

(𝑉)� ,…,  𝑓𝑟�𝑟𝑒𝑠𝜅𝜆
(𝑉)�  of 𝑉 , during a given closed time 

subinterval 𝕀 ⊂⊂ ]0,1[, is any set in the complementary ℇ𝐶 in (ℂ𝒩×𝔫 × ℂ𝒩×𝔪)4 

of ℇ.  

 

 

10  Proactive Cyber Defense Against Cyber Attacks 

10.1 Proactive Correlated Cyber Defense against Germs of 

Correlated Cyber-Attacks 

Let ℱ = ℱ𝑊⟶𝑉
(𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑒𝑑)[𝕀] be a germ of correlated cyber attack from 𝑊 

against 𝑉, during a given time set 𝕀 in a subinterval ]𝛼,𝛽[ ⊂⊂ [0,1]. Recall that 

ℱ  is a family ℱ = �𝑍 = 𝑍(𝑊,𝑉)(𝑡) = �(𝑧1, 𝜁1), (𝑧2, 𝜁2), (𝑧3, 𝜁3), (𝑧4, 𝜁4)� ∈

ℂ𝒩×𝔫×ℂ𝒩×𝔪4, 𝑡∈𝕀 of coherent interactions lying in the correlated danger 

sector 𝔛 = 𝔛𝑊⟶𝑉 to the node 𝑉 from the node 𝑊 during the entire time set 𝕀, 

as defined in Definition 9.6, provided, of course, that 𝔛 ≠ ∅. Denote by  

𝒟ℱ = �ℊ = ℊ(𝑍): 𝕀 → Ω𝑊 × Ω𝑉 × Ω𝑊 × Ω𝑉: � 

�𝑡 ↦ ℊ(𝑍)(𝑡): = �𝛾𝑊
(𝑍)(𝑡), 𝛾𝑉

(𝑍)(𝑡), 𝛾𝑊
(𝑍)(𝑡 + ∆𝑡), 𝛾𝑉

(𝑍)(𝑡 + ∆𝑡)� : 𝑍 ∈ ℱ�,  

the associated coherent interactive family, a proactive correlated cyber-defense 𝒻 

against the cyber attack ℱ during 𝕀 is a map defined on the space of all cyber- 

interplays of the ordered cyber pair (𝑉,𝑊) over the entire time set 𝕀,such that 

the image of 𝔛 via any member of the coherent interactive family 𝒟ℱ in 𝕀 is 

sent, through 𝒻  in the complement 𝔛𝑐 = (ℂ𝒩×𝔫 × ℂ𝒩×𝔪)4 ∖ 𝔛  of 𝔛 . 
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Specifically,  

Definition 10.1. Let 𝑋  be the space of cyber activities ℊ: 𝕀 → 𝛺𝑊 × 𝛺𝑉 ×

𝛺𝑊 × 𝛺𝑉  from the node 𝑊  to the node 𝑉  during the entire time set 𝕀. A 

mapping 𝒻:𝑋 → 𝑋 is called proactive correlated cyber defense against the germ 

of attack ℱ  during 𝕀 , if 𝒻�ℊ(𝔛)� ⊂ 𝔛𝑐 , whenever ℊ ∈ 𝒟ℱ . The method of 

constructing and organizing a proactive correlated cyber defense, together with 

the way of processing and integrating the method in the node system, is called 

proactive correlated protection against the germ of attack ℱ. We will deal later 

with the question of such a protection.  

 

 

10.2. Proactive Absolute Cyber Defense against Germs of 

Absolute Cyber-Attacks 

Let ℱ = ℱ𝑊⟶𝑉
(𝑎𝑏𝑠𝑜𝑙𝑢𝑡𝑒)[𝕀]  be a germ of absolute cyber attack from 𝑊 

against 𝑉, during a given time set 𝕀 in a subinterval ]𝛼,𝛽[ ⊂⊂ [0,1]. Recall that 

ℱ  is a family ℱ = �𝑍 = 𝑍(𝑊,𝑉)(𝑡) = �(𝑧1, 𝜁1), (𝑧2, 𝜁2), (𝑧3, 𝜁3), (𝑧4, 𝜁4)� ∈

(ℂ𝒩×𝔫 × ℂ𝒩×𝔪)4, 𝑡 ∈ 𝕀� of coherent interactions lying in the absolute danger 

sector 𝔛� = 𝔛�𝑊⟶𝑉 to the node 𝑉 from the node 𝑊 during the entire time set 

𝕀,as defined in Definition 9.6, provided, of course, that 𝔛� ≠ ∅. Denote by  

 

𝒟ℱ = �ℊ = ℊ(𝑍): 𝕀 → Ω𝑊 × Ω𝑉 × Ω𝑊 × Ω𝑉: � 

�𝑡 ↦ ℊ(𝑍)(𝑡): = �𝛾𝑊
(𝑍)(𝑡), 𝛾𝑉

(𝑍)(𝑡), 𝛾𝑊
(𝑍)(𝑡 + ∆𝑡), 𝛾𝑉

(𝑍)(𝑡 + ∆𝑡)� : 𝑍 ∈ ℱ�,  

the associated coherent interactive family, a proactive absolute cyber-defense 𝒻 

against the cyber attack ℱ  during 𝕀  is a map defined on the space of all 

cyber-interplays of the ordered cyber pair (𝑉,𝑊) over the entire time set 𝕀,such 

that the image of 𝔛� via any member of the coherent interactive family 𝒟ℱ in 𝕀 
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is sent, through 𝒻  in the complement 𝔛�𝑐 = (ℂ𝒩×𝔫 × ℂ𝒩×𝔪)4 ∖ 𝔛�  of 𝔛� . 

Specifically,  

Definition 10.2. Let again 𝑋 be the space of cyber activities ℊ: 𝕀 → 𝛺𝑊 ×

𝛺𝑉 × 𝛺𝑊 × 𝛺𝑉 from the node 𝑊 to the node 𝑉 during the entire time set 𝕀. A 

mapping 𝒻:𝑋 → 𝑋 is called proactive absolute cyber defense against the germ of 

attack ℱ  during 𝕀 , if 𝒻�ℊ(𝔛)� ⊂ 𝔛𝑐 , whenever ℊ ∈ 𝒟ℱ . The method of 

constructing and organizing a proactive absolute cyber defense, together with the 

way of processing and integrating the method in the node system, is called 

proactive absolute protection against the germ of attack ℱ. We will deal later 

with the question of such a protection. 

 

 

10.3. Proactive partial cyber defense against germs of partial 

cyber-attacks 

Let ℱ = ℱ𝑊⟶𝑉
(𝑝𝑎𝑟𝑡𝑖𝑎𝑙)[𝕀] be a germ of partial cyber attack from 𝑊 against 

𝑉, during a given time set 𝕀 in a subinterval ]𝛼,𝛽[ ⊂⊂ [0,1]. Recall that ℱ is a 

family ℱ = �𝑍 = 𝑍(𝑊,𝑉)(𝑡) = �(𝑧1, 𝜁1), (𝑧2, 𝜁2), (𝑧3, 𝜁3), (𝑧4, 𝜁4)� ∈ (ℂ𝒩×𝔫 ×

ℂ𝒩×𝔪4, 𝑡∈𝕀 of coherent interactions lying in the partial danger sector 

ℇ = ℇ𝑊⟶𝑉  to the node 𝑉 from the node 𝑊 during the entire time set 𝕀,as 

defined in Definition 9.6, provided, of course, that ℇ ≠ ∅. Denote by  

𝒟ℱ = �ℊ = ℊ(𝑍): 𝕀 → Ω𝑊 × Ω𝑉 × Ω𝑊 × Ω𝑉: � 

�𝑡 ↦ ℊ(𝑍)(𝑡): = �𝛾𝑊
(𝑍)(𝑡), 𝛾𝑉

(𝑍)(𝑡), 𝛾𝑊
(𝑍)(𝑡 + ∆𝑡), 𝛾𝑉

(𝑍)(𝑡 + ∆𝑡)� : 𝑍 ∈ ℱ�,  

the associated coherent interactive family, a proactive partial cyber-defense 𝒻 

against the cyber attack ℱ  during 𝕀  is a map defined on the space of all 

cyber-interplays of the ordered cyber pair (𝑉,𝑊) over the entire time set 𝕀,such 

that the image of ℇ via any member of the coherent interactive family 𝒟ℱ in 𝕀 
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is sent, through 𝒻  in the complement ℇ𝑐 = (ℂ𝒩×𝔫 × ℂ𝒩×𝔪)4 ∖ ℇ  of 𝔛 . 

Specifically,  

Definition 10.3 Let 𝑋  be the space of cyber activities ℊ: 𝕀 → 𝛺𝑊 × 𝛺𝑉 ×

𝛺𝑊 × 𝛺𝑉  from the node 𝑊  to the node 𝑉  during the entire time set 𝕀. A 

mapping 𝒻:𝑋 → 𝑋 is called proactive partial cyber defense against the germ of 

attack ℱ  during 𝕀 , if 𝒻�ℊ(𝔛)� ⊂ 𝔛𝑐 , whenever ℊ ∈ 𝒟ℱ . The method of 

constructing and organizing a proactive partial cyber defense, together with the 

way of processing and integrating the method in the node system, is called 

proactive partial protection against the germ of attack ℱ. We will deal later with 

the question of such a protection.  

 

 

10.4. Proactive Protection against Germs of Partial 

Cyber-Attacks 

Let us finally see how to illustrate such a proactive cyber defense.  

Definition 10.5. Suppose 

 𝑍 = 𝑍(𝑊,𝑉)(𝑡0) = �(𝑧1, 𝜁1), (𝑧2, 𝜁2), (𝑧3, 𝜁3), (𝑧4, 𝜁4)� = 

�(𝑧1, 𝜁1), (𝑧2, 𝜁2), (𝑧3, 𝜁3), � �(𝑧4, 𝜁4)�(𝑡0) ∈ ℂ𝒩×𝔫 × ℂ𝒩×𝔪 × ℂ𝒩×𝔫 × ℂ𝒩×𝔪 

is a cyber interaction between 𝑊 and 𝑉 at a fixed time moment 𝑡0 ∈ ]𝛼,𝛽[ ⊂⊂

[0,1] (𝑊,𝑉 ∈ 𝑜𝑏�𝑐𝑦(𝑡)�), with corresponding cyber- interplay 

ℊ: ]𝛼,𝛽[ ↦ Ω𝑊 × Ω𝑉 × Ω𝑊 × Ω𝑉: 𝑡 ↦ ℊ(𝑡): = �𝛾𝑊(𝑡),𝛾𝑉(𝑡), 𝛾𝑊′ (𝑡′),𝛾𝑉′ (𝑡′)� 

and cyber-activity 

�ℊ𝑡: Ω𝑊 × Ω𝑉 → Ω𝑊 × Ω𝑉: (𝛾𝑊(𝑡),𝛾𝑉(𝑡) ) ⟼ �𝛾𝑊′ (𝑡′), 𝛾𝑉′ (𝑡′)��
𝑡∈]𝛼,𝛽[

 

(𝑡′: = 𝑡 + ∆𝑡). 

A forced cyber-reflection of 𝑍 is another cyber-interaction  

𝑍′ = 𝑍(𝑊,𝑉)
′ (𝑡0) = ��𝑧1′ , 𝜁1′ �, �𝑧2′ , 𝜁2′ �, �𝑧3′ , 𝜁3′ �, �𝑧4′ , 𝜁4′ ��  
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= ��𝑧1′ , 𝜁1′ �, �𝑧2′ , 𝜁2′ �, �𝑧3′ , 𝜁3′ �, �𝑧4′ , 𝜁4′ �� �𝑡0′ � ∈ ℂ𝒩×𝔫 × ℂ𝒩×𝔪 × ℂ𝒩×𝔫 × ℂ𝒩×𝔪 

between 𝑊  and 𝑉  at a next time moment 𝑡0′ = 𝑡0 + 𝛥𝑡0 ∈ ]𝛼,𝛽[  with 

corresponding forced cyber- interplay 

ℊ′: ]𝛼,𝛽[ ↦ Ω𝑊 × Ω𝑉 × Ω𝑊 × Ω𝑉: 𝑡 ↦ ℊ′(𝑡): = �𝛾𝑊′ (𝑡′),𝛾𝑉′ (𝑡′), 𝛾𝑊′′ (𝑡′′), 𝛾𝑉′′(𝑡′′)� 

and associated forced cyber-activity: 

�ℊ𝑡′
′ : Ω𝑊 × Ω𝑉 → Ω𝑊 × Ω𝑉: �𝛾𝑊′ (𝑡′),𝛾𝑉′ (𝑡′) � ⟼ �𝛾𝑊′′ (𝑡′′),𝛾𝑉′′(𝑡′′)��

𝑡′∈]0,1[
 

(𝑡′′: = 𝑡′ + ∆𝑡′) 

that satisfies the following property: into an open neighborhood ]𝑡0 − 𝜀, 𝑡0 + 𝜀[ 

of 𝑡0, forces activity ℊ to push forward its composition with activity ℊ′, in such 

a way that the occurrence of ℊ guarantees the appearance of the composition 

ℊ′ ∘ ℊ.  

Obviously, the matrices of the tetrad 

𝑍′ = 𝑍(𝑊,𝑉)
′ �𝑡0′ � = ��𝑧1′ , 𝜁1′ �, �𝑧2′ , 𝜁2′ �, �𝑧3′ , 𝜁3′ �, �𝑧4′ , 𝜁4′ ��  

= ��𝑧1′ , 𝜁1′ �, �𝑧2′ , 𝜁2′ �, � ��𝑧3′ , 𝜁3′ �, �𝑧4′ , 𝜁4′ �� �𝑡0′ � ∈ ℂ𝒩×𝔫 × ℂ𝒩×𝔪 × ℂ𝒩×𝔫 × ℂ𝒩×𝔪 

are of the form  

�𝑧1′ , 𝜁1′ � = 𝛾𝑊′ �𝑡0′ � = �𝕊𝑉→𝑊′ + 𝑖𝕊�𝑊→𝑊
′ ,𝕌𝑉→𝑊′ + 𝑖𝕌�𝑊→𝑊

′ � ∈ ℂ𝕄𝒩×𝔫 × ℂ𝕄𝒩×𝔪,   

�𝑧2′ , 𝜁2′ � = 𝛾𝑉′ �𝑡0′ � = �𝕊𝑊→𝑉
′ + 𝑖𝕊�𝑉→𝑉′ ,𝕌𝑊→𝑉

′ + 𝑖𝕌�𝑉→𝑉′ � ∈ ℂ𝕄𝒩×𝔫 × ℂ𝕄𝒩×𝔪, 

�𝑧3′ , 𝜁3′ � = 𝛾𝑊′′ �𝑡0′′� = �𝕊𝑉→𝑊′′ + 𝑖𝕊�𝑊→𝑊
′′ ,𝕌𝑉→𝑊′′ + 𝑖𝕌�𝑊→𝑊

′′ � ∈ ℂ𝕄𝒩×𝔫 × ℂ𝕄𝒩×𝔪, 

�𝑧4′ , 𝜁4′ � = 𝛾𝑉′′�𝑡0′′� = �𝕊𝑊→𝑉
′′ + 𝑖𝕊�𝑉→𝑉′′ ,𝕌𝑊→𝑉

′′ + 𝑖𝕌�𝑉→𝑉′′ � ∈ ℂ𝕄𝒩×𝔫 × ℂ𝕄𝒩×𝔪. 

Definition 10.6. The cyber-activity  

ℊ ≡ ℊ𝑡: 𝛺𝑊 × 𝛺𝑉 → 𝛺𝑊 × 𝛺𝑉: (𝛾𝑊(𝑡), 𝛾𝑉(𝑡) ) ⟼ �𝛾𝑊′ (𝑡′),𝛾𝑉′ (𝑡′)� 

together with its forced cyber-activity  

ℊ′ = ℊ𝑡′
′ : 𝛺𝑊 × 𝛺𝑉 → 𝛺𝑊 × 𝛺𝑉: �𝛾𝑊′ (𝑡′),𝛾𝑉′ (𝑡′) � ⟼ �𝛾𝑊′′ (𝑡′′),𝛾𝑉′′(𝑡′′)� 

is called a reflexive cyber-activity between 𝑊 and 𝑉 during the time interval 

]𝛼,𝛽[. Their composition  



136                                     Cyber-Attacks and Proactive Defences  

ℊ′ ∘ ℊ:𝛺𝑊 × 𝛺𝑉 → 𝛺𝑊 × 𝛺𝑉: (𝛾𝑊(𝑡), 𝛾𝑉(𝑡) ) ⟼ �𝛾𝑊′′ (𝑡′+ ∆𝑡), 𝛾𝑉′′(𝑡′+ ∆𝑡)� 

is said to be a self-inflicted cyber-activity between 𝑊 and 𝑉 during the time 

interval ]𝛼,𝛽[. In particular, the interaction 𝑍′ = 𝑍(𝑊,𝑉)
′ �𝑡0′ � is called forced 

cyber-reflection of 𝑍 = 𝑍(𝑊,𝑉)(𝑡0) at time moment 𝑡0. A mapping  

𝛷: (ℂ𝒩×𝔫 × ℂ𝒩×𝔪)2 → (ℂ𝒩×𝔫 × ℂ𝒩×𝔪)2 

which maps the cyber-interaction 𝑍 = 𝑍(𝑊,𝑉)(𝑡0) to its forced cyber-reflection 

𝑍′ = 𝑍(𝑊,𝑉)
′ �𝑡0′ � is called reflexive cyber-interaction mapping at time moment 𝑡0.   

Remark 10.7 It is frequent that, under a self-inflicted cyber-activity  

ℊ′ ∘ ℊ: Ω𝑊 × Ω𝑉 → Ω𝑊 × Ω𝑉: (𝛾𝑊(𝑡),𝛾𝑉(𝑡) ) ⟼ �𝛾𝑊′′ (𝑡′+ ∆𝑡), 𝛾𝑉′′(𝑡′+ ∆𝑡)� 

between 𝑊  and 𝑉  during the time interval ]𝛼,𝛽[ , some valuations and 

vulnerabilities of the initial node 𝑊 change at a moment 𝑡0 ∈ ]𝛼,𝛽[, in such a 

way to get new constituent valuations and new constituent vulnerabilities for the 

node 𝑊. For emphasis, this “new” node is called variant node of 𝑊 and is 

denoted by 𝑊 ′, or sometimes, without any risk of confusion, again by 𝑊. In such 

a case, the forced cyber-reflection 𝑍′ = 𝑍(𝑊,𝑉)
′ �𝑡0′ � is called cyber parallax of the 

cyber-interaction 𝑍 = 𝑍(𝑊,𝑉)(𝑡0)  at 𝑡0  and the forced cyber-activity ℊ′ =

ℊ𝑡′
′ : Ω𝑊 × Ω𝑉 → Ω𝑊 × Ω𝑉: �𝛾𝑊′ (𝑡′), 𝛾𝑉′ (𝑡′) � ⟼ �𝛾𝑊′′ (𝑡′′),𝛾𝑉′′(𝑡′′)�  is called 

parallactic cyber-activity. Finally, we say that the self-inflicted parallactic 

cyber-activity ℊ′ ∘ ℊ: 𝛺𝑊(𝑡) × 𝛺𝑉(𝑡) → 𝛺𝑊(𝑡′+ ∆𝑡) × 𝛺𝑉(𝑡′ + ∆𝑡) between 𝑊 

and 𝑉 at 𝑡0 gives rise to a parallactic cyber-interaction at 𝑡0.  

Let us give a schematic representation.   
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Definition 10.7 Let 𝐸 = 𝑓𝑟�𝒜(𝑊)�  be a set in the 𝜎 − algebra 𝔘𝒫  of 

subsets of available or not constituents of node 𝑊:  

𝒜 = �𝑑𝑒𝑣, 𝑖𝑓 𝑡ℎ𝑒 𝑐𝑜𝑛𝑠𝑡𝑖𝑡𝑢𝑒𝑛𝑡 𝑖𝑠 𝑎 𝑑𝑒𝑣𝑖𝑐𝑒 ,                    
𝑟𝑒𝑠, 𝑖𝑓 𝑡ℎ𝑒 𝑐𝑜𝑛𝑠𝑡𝑖𝑡𝑢𝑒𝑛𝑡 𝑖𝑠 𝑎 𝑟𝑒𝑠𝑜𝑢𝑟𝑐𝑒 𝑒𝑙𝑒𝑚𝑒𝑛𝑡

�  

i A shield of 𝐸 in the node 𝑊 (or a node shield containing 𝐸) at time 𝑡 is 

an intermediate fixed node 𝑊� = 𝑊�𝑡 which, at this time, is interposed in each 

cyber parallax ℊ′  that aims at 𝐸  in the node 𝑊 , so that the self-inflicted 

parallactic cyber-activity ℊ′ ∘ ℊ between 𝑊 and 𝑉 at moment time 𝑡 ends up 

in the intermediate node 𝑊� , and never can reach part 𝐸 of the initial target 𝑊. 

The detailed process by which the node shield 𝑊� of a node 𝑊  blocks the 

self-inflicted parallactic cyber-activity ℊ′ ∘ ℊ and never ends up in the initial 

target 𝑊, is being analyzed in a forthcoming paper.  

ii. Given a node 𝑊, a node filter in part 𝐸 of the constituent 𝒜(𝑊) in 𝑊 at 

a time moment 𝑡 is an intermediate fixed node 𝑊� (𝐸) which, at this time moment, 

is interposed in each parallactic cyber-activity ℊ′ that aims at part 𝐸 of node 

𝑊 , so that the filter 𝑊� (𝐸)  allows the self-inflicted parallactic cyber-activity 

ℊ′ ∘ ℊ at 𝑡  to reach only constituent parts of the initial target 𝑊  that are 

different from part 𝐸 of the constituent 𝒜(𝑊) of 𝑊.  

 

initial node 

variant node 

𝓰 ≡ 𝓰𝒕 : reflexive cyber-activity 

𝓰′ ≡ 𝓰𝒕′: parallactic cyber-activity 

𝓰′ ∘ 𝓰 : self-inflicted parallactic 

cyber-activity between 𝑾 and 𝑽 

𝑽 ≡ 𝛀𝑽(𝒕𝟎 + ∆𝒕) 

𝑾 ≡ 𝛀𝑾(𝒕𝟎) 

𝑾′ ≡ 𝛀𝑾(𝒕𝟎′ + ∆𝒕𝟎′ ) 
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For the convenience of the reader, let us give a schematic representation of 

these concepts. 
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