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Abstract 

Empirical Mode Decomposition (EMD) is a signal decomposition technique 

particularly suitable for non-stationary and non-linear signals. In this paper, two 

target detection methods with improved accuracy in side scan sonar images are 

proposed. In the first method, target detection is based on morphological 

operations; the second method combines Empirical Mode Decomposition (EMD) 

with morphological operations. Both methods are enhanced with edge detection 

filtering. Experimental results indicate that the proposed methods are very 

effective, but their efficiency depends on the input image. Hence, they should be 

used in combination.  
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1 Introduction 

1.1 Sonar mapping systems 

Acoustics is the best and often the only means to investigate the water column 

and seabed efficiently and accurately. Today, there is a large variety of underwater 

acoustics instruments. Sonar mapping systems can be roughly divided into three 

categories: single-beam echo-sounders, multi-beam echo-sounders and side-scan 

sonars [Blondel, 2009].  

The tool of choice for high-resolution seabed mapping remains the side-scan 

sonar. Side-scan sonar is an instrument used to efficiently create an image of large 

areas of the sea floor (Figure1). This instrument covers a much larger portion of 

the seabed away from the surveying vessel, from a few tens of meters to 60 km or 

more. This coverage is attained by transmitting one beam on each side, broad in 

the vertical plane and narrow in the horizontal plane. Using different frequencies 

(from 6.5 kHz to 1 MHz), side-scan sonars achieve resolutions of 60 m down to 1 

cm. The processing steps are less standardized, depending on the manufacturer, 

despite the consensus on the types of corrections desirable.  

 

 

1.2 How side-scan sonars work 

Side-scan uses a sonar device that emits conical or fan-shaped pulses down 

toward the sea floor across a wide angle perpendicular to the path of the sensor 

through the water, which may be towed from a surface vessel or submarine, or 
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mounted on the ship's hull. The intensity of the acoustic reflections from the sea 

floor of this fan-shaped beam is recorded in a series of cross-track slices. When 

stitched together along the direction of motion, these slices form an image of the 

sea bottom within the swath (coverage width) of the beam. The sound frequencies 

used in side-scan sonar usually range from 100 to 500 kHz; higher frequencies 

yield better resolution but smaller range. 

Figure 1:  Side scan sonar principle 

 

The reader should pay attention to the track line under the ship carrying the 

sonar and to the shadow generated by the beam, which impair image detection.   

 

 

1.3 Applications 

Side-scan sonar may be used to conduct surveys for maritime archaeology; in 

conjunction with sea floor samples it is able to provide an understanding of the 

differences in material and texture type of the seabed. Side-scan sonar imagery is 

also a commonly used tool to detect debris items and other obstructions on the sea 

floor that may be hazardous to shipping or to sea floor installations by the oil and 

gas industry. In addition, the status of pipelines and cables on the sea floor can be 
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investigated using side-scan sonar. Side-scan data are frequently acquired along 

with bathymetric soundings and sub-bottom profiler data, thus providing a 

glimpse of the shallow structure of the seabed. Side-scan sonar is also used for 

fisheries research, dredging operations and environmental studies. Military 

applications include reconnaissance, mine, H-Bomb and shipwreck detection.  

 

 

2  Empirical mode decomposition 

Empirical Mode Decomposition (EMD) is a time-frequency decomposition 

technique particularly suitable for non-stationary and non-linear signals [Huang et 

al., 1998]. EMD uses the intrinsic features of signals in the decomposition 

process; therefore, not only it is a fully data-driven method for signal processing, 

as well as, an adaptive, multi-scale and multi-resolution analysis method. Unlike 

spectrograms, wavelet analysis, or the Wigner-Ville distribution, HHT is a time-

frequency analysis which does not require an a priori functional basis [Huang, 

2005].  

In the EMD process [Han \& Zhang, 2006], once the extrema of a time series 

signal x(t) are identified, all the local maxima and minima are interpolated by a 

cubic spline to form the so called upper and lower envelopes.  

After signal decomposition by EMD, an intrinsic mode function (IMF) and a 

residue can be obtained. Then the continued decomposition goes on with the 

residue, and the new IMF and residue can be obtained. The operation does not 

stop until some conditions are met [S.  Huang et al., 2012].  

 

 

2.1 Advantages of EMD  

EMD has some important advantages compared to Fourier transform 

[Zhidong and Yang,  2007] and Wavelet decomposition [Janusauskas et al., 2005]. 
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The most important drawback of the Fourier Transform is that the signal is 

assumed to be stationary and linear, but in reality, most signals  are neither linear, 

nor stationary. In the wavelet transform, it is possible to use different types of 

wavelets and the performance may change according to this selection.  

Wavelet multi-scale analysis theory realize the scale adjustments via choosing 

different wavelet basis functions, and these basis functions are mutually 

independent. Furthermore, they have no connection with the concrete signal; 

therefore, it is very easy to lose some detailed information during processing 

[Huang et al., 1998].  

On the other hand, EMD does not have basis functions and decomposes the 

signals based on their intrinsic properties. In the EMD method, the processed 

signal is decomposed into components called Intrinsic Mode Functions (IMFs) 

and a residue. The lower order IMFs capture fast oscillation modes (higher local 

frequency components) while higher order IMFs typically represent slow spatial 

oscillation modes (lower local frequency components). The residue reveals the 

lowest frequency general trend of the signal. IMFs can contain both high and low 

frequency details at different signal locations depending on signal characteristics. 

Every IMF must satisfy two conditions: first, the number of extrema (local 

maximum or local minimum) and the number of zero crossings are either equal or 

differ at most by one; and second, the average of the envelope defined by the local 

maxima and the envelope defined by the local minima is zero at all points [Huang 

et al.,  1998].  

The property of the above empirical mode decomposition is that it picks out 

the highest frequency oscillation that remains in the signal. Thus, locally, each 

IMF contains lower frequency oscillations than the one extracted just before. This 

property can be very useful to pick up frequency changes, since a change will 

appear even more clearly at the level of an IMF [Bougioukou et al., 2008].  

Table 1 presents a concise comparison of Hilbert-Huang transform with 

Fourier and Wavelet  transforms [Huang, 2005; Chung,  2014].  
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 Table 1:  Comparison of  Fourier, Wavelet and Hilbert-Huang transforms 

         Source: chung EMD Tutorial 4.ppt 

 

EMD has been applied widely in non-linearity and non-stationary signal 

processing such as speech, earthquake signals [Bougioukou et al., 2008], water 

wave signals [Ling et al., 2011; Manuel et al., 2008], etc.  

 

 

2.2 BEMDecomposition 

EMD has also been extended to two-dimension signal processing [Sancheza 

\& Trujillob, 2011;  Xu et al.,  2011].  

A first approach is to transform a two-dimensional signal into a one-

dimension vector, and then  proceed with EMD. However, this way omits the 

spatial correlation of two-dimensional signals. Therefore, the bi-dimensional 

empirical mode decomposition (BEMD) has been proposed, and two-dimensional 

signals can be processed directly with BEMD. The details of EMD and BEMD 

decomposition can be found in the bibliography [S. Huang et al., 2012; Tasyapi 

Celebi and Erturk, 2010a; 2010b; 2012].  
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With BEMD, the applications of EMD have been extended to two-

dimensional signals, such as image processing [Hariharan et al., 2006; Nunes and 

Delechelle, 2009; Xu et al., 2011; S. Huang et al., 2012].  

 

 

3   Related work 

The application of BEM Decomposition of side-scan sonar images is not new. 

From the recent bibliography we shall mention the works of S. Huang et al. (2012) 

and Tasyapi Celebi and Erturk (2010a).  

In [Tasyapi Celebi and Erturk, 2010a] the authors propose a target detection 

algorithm for Side-scan sonar images based on Empirical Mode Decomposition 

(EMD) followed by morphological operations. According to the authors, the first 

IMF (IMF1) as well as the sum of the first two IMFs (IMF1+2) are first converted 

to binary images (using proper thresholds). Then, binary morphology is applied on 

each binary image. Finally the two resulting images are combined to obtain the 

final target detection result.  

In [Tasyapi Celebi and Erturk (2010b)] the authors propose an EMD 

algorithm for image enhancement applied to poor quality underwater color images 

captured using optic cameras. The enhanced image is constructed by retaining the 

lower order IMFs that are multiplied by a set of weights to reconstruct the final 

image. Higher order IMFs that basically contain low-frequency underwater 

imaging impairments are discarded in this process.  

It has been observed experimentally that the utilization of three IMFs provides the 

best performance. The weights used for the first three IMFs are fixed (0.7, 0.2 and 

0.1) and have been yielded experimentally.  

Ref. [Tasyapi Celebi and Erturk, 2012] is an improvement of [Tasyapi Celebi 

and Erturk, 2010b] where the weights of IMFs is carried out automatically using a 

genetic algorithm so as to optimize the sum of the entropy and average gradient of 

the reconstructed image. It was found that the proposed approach provides 
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superior results compared to conventional methods such as contrast stretching and 

histogram equalizing.  

Huang et al. (2012) propose an  image target detection algorithm for synthetic 

aperture radar (SAR) after analyzing the characteristics of EMD and SAR images. 

The proposed method performs EMD decomposition, feature extraction, election 

and fusion.  

 

 

4  Methodology  

In this paper, two methods for target detection with improved target detection 

accuracy in Side-scan sonar images are proposed.  

In the first method, target detection is based on morphological operations; the 

second method is based on Empirical Mode Decomposition (EMD). Intrinsic 

Mode Functions (IMFs) are constructed by applying 2D EMD to side-scan sonar 

images.  

 

 

4.1 Target detection based on morphological operations 

The flow of the first method is as follows: First, the image is converted to 

black and white (binary image); Then, morphological operations are applied to 

clean the image, in particular, bridge, fill, clean and close [MATLAB, 1999; 

Marques, 2011; Amalorpavam, 2013]. Finally, edge detection filters are applied. 

Figure 2 provides a flowchart of the first method.  

 

Figure 2: Target detection based on  EMD  Decomposition Flowchart 
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4.2 Target detection based on  EMD  Decomposition 

The flow of the second method is as follows:  

1. First, the image is decomposed into IMFs using BEMD decomposition; 

2. The first four IMFs are calculated; 

3. The weighted sum of IMFs 1+2, 1+3, 1+2+3, 2+3+4 is calculated; 

4. These combined IMFs are converted to black and white images using 

proper thresholds; 

5. Morphology operations are applied (close); 

6. Edge detection filters are applied.  

 

The weights used for the IMF combinations are fixed and have been 

calculated experimentally. In particular, they are as follows:  

• IMF 1+2 = 0.7*IMF1 + 0.3*IMF2; 

• IMF 1+3 = 0.6*IMF1 + 0.4*IMF3; 

• IMF 1+2+3 = 0.5*IMF1 + 0.4*IMF2 + 0.1*IMF3; 

• IMF 2+3 = 0.5*IMF2 + 0.5*IMF3; 

• IMF 2+3+4 = 0.5*IMF2 + 0.3*IMF3 + 0.2*IMF4.  

 

Edge detection is important in order to prepare the image for further 

processing, such as pattern recognition [Huaxin et al., 2011].  

Figure 3 provides a flowchart of the second method. 

By principle, the first IMF contains the highest frequencies whereas the next 

IMFs hold decreasingly lower frequencies, and the last IMF contains a constant 

component [Huang, CHAPTER 1]. As a consequence, if the original image 

contains high-frequency noise (as is the usual case), then this noise will be present 

in the first IMF. By including the first IMF in the final image, we also introduce 

the high-frequency noise. Hence, in case of noisy images, the 1st IMF could be 

avoided or used with a low weight factor!  
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Figure 3: Target detection based on EMD Decomposition Flowchart  

 

 

5 Results  

5.1 Test images 

Results for two different test images are presented:  

 

Table 2: Test images 

 
 

Image Resolution Size Remarks/Challenges 

Boat 

(boat1gray.jpeg) 

72x72 ppi 

Grayscale 

289x156 pixels 

45084 pixels, 39,6 kB 

Strong shadow 

Plane 

(plane1gr.jpeg) 

72x72 ppi 

Grayscale 

282x177 pixels 

49914 pixels, 28,6 kB 

Strong shadow     

Varying illumination 

 

 

Figure 4 presents test image1 ``boat''. A special feature of this image is the strong 

shadow which produces erroneous image perception and edge detection.  
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Figure 4: First test image: ''boat'' 

 

Figure 5 presents the second test image ''plane''. Additional special features which 

prevent correct image perception and target recognition (beyond the strong 

shadow), are: (a) the sub-illuminated spindle; (b) the over-illuminated front part of 

the wings; (c) the different illumination of the background (possibly due to the 

track line) and (d) the artifacts at the top of the image.  

 

Figure 5 : Second test image: ''plane'' 
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5.2 Method 1 

Figure 6 presents the result of the first method on test image boat: 

 

Figure 6: Boat: result of the 1st method. (a) Binary image; (b) After bridge; 

(c) After fill; (d) After clean; (e) After close; (f) After Sobel filter 

Figure 7: Plane: result of the 1st method.  (a) Binary image; (b) After bridge; (c) 

After fill; (d) After clean; (e) After close; (f) After Sobel filter on image (c) 
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As we can see, method 1 manages to dispose of the shadow, due to proper 

thresholding. The next steps emphasize the outline of the object. Result (e) is 

remarkably better than that of a typical edge detection filter (f). Figure 7 presents 

the results of the first method on test image ''plane''.  

Figure 8 presents the effect of edge detection filters on result of the 1st  

method on test image plane.  

Figure 8: Edge detection of plane image (e):   (a) Sobel filter; (b) Prewitt filter; 

(c) Canny filter 

 

As we can see, due to the particular features of test image ``plane'', the results 

are somewhat inferior than those of test image ``boat'': the spindle is not evident 

and the upper part of the wings is very bright. Edge detection does not provide 

better results. Target recognition might fail.  

 

 

5.3 Method 2 

5.3.1 Boat: results of the 2nd method 

Next, results from the second method will be presented, starting with test 

image boat.  
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Figure 9: Boat: results of the 2nd method 

 

From Figure 9 we observe that BEMD was unable to remove the shadow; this 

is the reason for using thresholding and morphology.  

In Figure 10 we can see that the next steps of method 2 managed to get rid of 

the shadow; however, results seem worse than those of method 1.  
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Figure 10:  Boat: results of the 2nd method: binary images 

 

5.3.2 Plane: results of the 2nd method  

 

Figure 11: Plane: results of the 2nd method (Grayscale)  



16                              Target Detection in Sonar Images using morphological operations…  

 

In Figure 11 we observe that some IMF combinations (e.g., 2+3 and 2+3+4) 

manage to extract the shape of the plane. The thresholding steps of method 2 

(Figure 12), especially IMFs 2+3+4, provide a satisfactory result.  

 

 

Figure 12: Plane: results of the 2nd method (binary)  

 

Edge detection filters applied on the results of the previous steps also provide 

satisfactory results (Figure 13).  
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Figure 13: Plane: results of the 2nd method (edge detection) 

 

 

5.4 Findings 

From the examples demonstrated we conclude that:  

1. According to the input image, one or the other method may provide better 

results.  

2. Threshold selection for grayscale to binary image conversion is critical. Small 

changes in threshold values may lead target detection in failure. 

3. The thresholds for converting the grayscale images to binary are 

automatically calculated using the method proposed by Otsu [Otsu, 1979; 

Marques, 2011]. However, the Otsu  thresholds worked only for the plane 

test image; the thresholds had to be incremented significantly for the boat test 

image. Slight increments to the Otsu  thresholds improved results also for the 

plane test image. 

4. Target detection is greatly facilitated by a set of images, both grayscale and 

binary, instead of using just a single image. 

5. Morphology on IMF combinations filters out the shadow and presents the 

outline of the object even in cases where classical edge detection filters fail 

(for example: boat and IMFs 1+3). 

6. If the image has a lot of details and noise, we may have to reject the first IMF 
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in favour of clearness. 

7. Usually IMF combinations 1+2 and 1+2+3 after morphology provide better 

edge detection and present correctly the outline of the object. This observation 

has been verified with many test images. 

8. Thus, for best target detection results, we propose a combination of two 

different approaches running in parallel.  

 

 

6 Conclusions 

In this paper, two methods for target detection with improved target detection 

accuracy in side-scan sonar images have been proposed. The first method is based 

on morphological operations and edge detection whereas the second method is 

based on BEMD decomposition followed by morphological operations and edge 

detection. Three edge detection filters have been used: Sobel, Canny and Prewitt.  

The thresholds for converting the grayscale images to binary are 

automatically calculated using Otsu's method. However, it was found 

experimentally that the calculated threshold values should be increased (more or 

less) for best results.   

Experimental results indicate that the proposed methods are very effective, 

but their efficiency depends on the features of the input image.  

Depending on the image, one or the other method may produce the best 

results.  

Processing time of the first method is considerably shorter than that of the 

second one, because EMD decomposition takes time.  

We support that the two methods presented here should be used in parallel for 

optimal target detection.  
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