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Abstract 

Information Society aims to promote innovation in the context of governmental 

and enterprise information systems and participation of the majority of the general 

population. An important prerequisite for the penetration and widespread use of 

Information Society technologies is to enhance the perception of security that 

these technologies offer without making them inaccessible to users with limited 

computational resources. In this paper a new algorithm for the software 

implementation of modular multiplication is proposed, which uses 

pre-computations with a constant modulus to reduce the computational load 

imposed upon the processor. The developed modular multiplication algorithm 
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provides faster execution on low complexity hardware in comparison with the 

existing algorithms and is oriented towards the variable value of the modulus, 

especially with the software implementation on micro controllers and smart cards 

whose architectures include a small number of bits. The use of the new algorithm 

in Information Society applications that demand security is investigated. Such 

applications include e-Government, e-Banking, e-Commerce etc. The algorithm is 

shown to be adequate both for the applications for which it was originally 

intended, as well as for applications that are much more demanding in the level of 

security they require, such as military applications. 

 

Keywords: Modular multiplication; Montgomery; Barrett; embedded 

cryptographic software;befficient implementations 

 

 

1  Introduction  

The necessity of fast algorithms for guaranteeing security and reliability of 

information systems is a fact that the scientific community has recognised a long 

time ago [1] and research in this topic is ongoing. The general population, as 

represented by its governments and institutions such as the European Union is 

beginning to appreciate the advantages it can enjoy by the widespread use of 

information processing systems and by the development of the so called 

''Information Society" [11]-[15], [17], [18]. Governmental organisations, 

commercial enterprises, education, military, public order and safety authorities 

invest in advanced application of information processing systems and aim to 

provide and use innovative e-services, apart from replacing old procedures with 

electronic ones. Despite the developments in the area of integrated circuit design 

and VLSI, portable devices are still limited in the processing power they provide 

and by the power consumption required for their operation. Additionally, the 
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economics of acquisition are still an important factor in technology penetration 

and security components of information processing devices present a significant 

overhead in the overall cost. 

On the technical front, the operations of modular multiplication and modular 

exponentiation are the computational basis of an important category of the 

contemporary information security algorithms, which are based on number theory 

[9]. The computational implementation of the most important of these security 

algorithms is based on the operations of modular involution and modular 

multiplication. Contemporary technologies of this sort include Public Key 

Algorithms for encryption (RSA, ECC), the Diffie-Hellman key exchange 

algorithm, Digital Signature Algorithms and the Digital Signature Standard. In 

order to provide an adequate security level against possible attacks, the above 

algorithms use numbers with word lengths that may in certain cases exceed one 

thousand bits. More specifically, current security level requirements dictate that 

that the word lengths to be used for the algorithms based on elliptical curves (ECC) 

should range from 128 to 256 bits, while the word lengths used for algorithms that 

are based on exponential transformation should range from 1024 to 2048 bits [6]. 

Software implementations of modular multiplication for numbers of such 

long word lengths on general-purpose processors or micro-controllers with much 

smaller word length architectures (from legacy 8 bit microcontrollers to 

state-of-the-art 64 bit processors) inevitably involve a large volume of overhead 

processing and are hence considered extremely computationally complex. 

Consequently, the software implementations of public key based information 

security algorithms on general purpose processors become several orders of 

magnitude slower in comparison with symmetric algorithms (such as DES or AES) 

if they are required to provide protection against security attacks of similar 

intensity. Naturally, the speed of computation of modular arithmetic operations on 

large numbers becomes an especially acute problem in the case of low word 

length microcontrollers [3]. 
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The basic operation of the modular arithmetic used in algorithms of this 

class, is the modular involution, i.e., the calculation Ak mod M. In the majority of 

implementations, modular involution computations are carried out by the method 

of “squaring and multiplications” [2], which uses a number of multiplications 

close to the theoretical minimum. Based on this fact, in order to increase the 

performance of the algorithms implemented in software, it is important to decrease 

the time needed for performing modular multiplication. 

Consequently, research for algorithms to increase the performance of 

modular multiplications, for use in software implementations of encryption 

schemes on general purpose processors and micro-controllers, is vitally important. 

This paper presents an innovative algorithm for performing modular 

multiplication with a smaller computational effort in conditions where relatively 

limited computational resources are available. The algorithm is based on 

exploitation of the fact that encryption keys are not changed very frequently and 

that hence, parts of the operations that need to be performed are applied to 

virtually constant parameters. The new algorithm is shown to be capable of 

improving the speed at which calculations related to information security by a 

factor of 1.5 to 2. By contrast to existing techniques, the proposed technique is 

targeted at software implementations of modular multiplication on general 

purpose processors. This implies that the technology is available to anybody using 

an information processing system and not just to users that enjoy the luxury of 

using purpose build, dedicated security hardware. 

The state of the art in Montgomery Multiplication acceleration is 

investigated in the following section [7]. It is noted that almost all proposals are 

targeted for implementation on special hardware ranging from general purpose 

FPGAs and reaching to purpose designed VLSI. There has been virtually no 

research that aimed optimising the speed of execution of the Modular 

Multiplication for low-end general purpose processors, such as the ones that are 

commonly used in many portable devices that facilitate the extended use of 
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information processing services required for industrial, military, e-commerce, 

e-banking, security, e-government and other information society applications. The 

difference between the proposed algorithm and existing techniques that present 

certain similarities are clearly explained. 

Following the previous analysis, the findings of European Union research 

projects are summarised, that investigate Information Society Technology needs 

and factors that impede the adoption of new technologies by the general public 

and their penetration in everyday activities. The new algorithm is shown to be 

capable of answering two important concerns, namely security and cost. The fact 

that security becomes cheaper and faster to implement implies that it becomes 

feasible for larger parts of the population to enjoy high levels of security during 

their everyday electronic transactions. Apart from its other characteristics, that 

satisfy the requirements set so far, the new algorithm is shown to be robust and 

capable of being used in very demanding applications such as those concerned 

with defence and public safety systems. 

 

 

2  Principal Notations and Effectiveness Estimation Model of  

   the Modular Multiplication Algorithms 

The basic modular arithmetic operation used within the context of 

information security algorithms is modular multiplication, i.e., the calculation 

MBAR mod⋅= . 

The assumptions that need to be made are:  

• that the result R , coefficient A , multiplicand B  and modulus M  are n 

bit binary numbers,  

• that the most significant bit of the modulus is equal to 1, i.e. nn 22 1 ⋅Μ≤−  

• that the co-factors are lower than the modulus, i.e. MBMA << , . 



186                        Accessible Secure Information Society Applications …  

It is also assumed that the operation of modular multiplication is performed on a k 

bit general purpose processor, microprocessor or micro-controller. 

Consequently, each one of the numbers which participate in the operation of 

modular multiplication can be represented in the form of 
k
ns =  bit words: 

1 1 1

0 0 0
2 , 2 , 2

s s s
j k j k j k

j j j
j j j

A a B b M m
− − −

⋅ ⋅ ⋅

= = =

= ⋅ = ⋅ = ⋅∑ ∑ ∑     (1) 

where jjj mba ,,  are k  bit words and 1,...,0 −∈ sj . 

In contrast to the classical modular multiplication algorithm outlined in [2], 

contemporary algorithms in [4] [7] do not use the operation of division, which is 

inefficiently realised on most general purpose processors. Based on this, the usual 

criterion of computational complexity taken in order to compare software modular 

multiplication implementations is the total number of multiplications and 

additions required [6]. 

Elementary arithmetic considerations show that the product of two k bit 

numbers requires 2∙k bits for its accurate representation. By denoting: 

• mq – the number of multiplications required 

• mt – the execution time needed for each command 

• aq – the number of additions required 

• at  - the execution time of each addition 

the estimate for computational complexity of the particular software 

implementation of the n bit modular multiplication is: 

m m a aq t q t⋅ + ⋅  

If ratio of the execution times for the multiplication and addition commands 

on the processor is 
a

mul

t
t

w = , then the execution time of the modular 

multiplication can be represented as ( )a m at w q q⋅ ⋅ + . 
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3  Brief Analysis of the Contemporary State of the  

   Acceleration Problem: The Software Implementation  

   of the Modular Multiplication  

In Algorithm 1, the classical algorithm [2] for a word by word software 

implementation of modular multiplication is given in the form of C++ pseudocode. 

In the description given, the implementation of Reduce(X) (which returns the 

modular reduction of X), has been omitted as it the main concern of this research 

and it is going to be exhaustively analysed in the sections of this paper that follow. 

 

R=0; 

For (i=0; i<s; i++)  

    Y=0; 

    for (j=0; j<s; j++)  

    Y+= (ai⋅bj)<<(j⋅k);   

    R += Reduce(Y); 

    if (i<s–1) 

     

      B<<=k; 

      Reduce(B); 

Reduce(R); 

Algorithm 1: Classical scheme for word-by-word Modular Multiplication 

 

The operation of multiplication is performed on a word-by-word basis. More 

specifically, the )1,...,0( −= sjj th  of the k  bit word of the coefficient ja  is 

multiplied by shifting each of the s  words of multiplicand in B. The obtained 

products, which are k⋅2  bits long, are added, forming )( kn +  bits, a result 

which is a partial representation of the product shown in Equation (2). 
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1

0
2 .

s
i k

j j i
i

a B a b
−

⋅

=

⋅ = ⋅ ⋅∑            (2) 

Following this, the modular reduction of the partial expression is carried out, 

obtaining thj  partial residual MBaR jj mod⋅= . The result of the modular 

multiplication MBAR mod⋅=  is formed as the sum of the modular reductions 

of the partial expression of the product: MRRRR s mod)...( 110 −+++= . 

The classical modular reduction algorithm is achieved with the use of the 

operation of the integer division of k⋅2  bits divisible to the k  bits divider, 

obtaining a quotient and a residual. Since the division of the n bit numbers on the 

k  bits processor )( kn >>  is carried out very ineffectively, the calculation of the 

reduction in the classical algorithm requires )5.2( +⋅ ss  operations of 

multiplication and s operations of integer division [4]. 

Up to now, various algorithms have been proposed [3], [4], [6] which 

improve the performance of the software implementations of the modular 

multiplication operation. The majority of these algorithms realise the increase in 

the performance of modular multiplication via the acceleration of modular 

reduction with the exception of the operation of integer division, which is used in 

the classical algorithm [2]. Existing algorithms are analysed in greater detail in 

Section 7. Currently, the most effective method of modular multiplication is the 

Montgomery algorithm [9] which is well adjusted to the architecture of general 

purpose processors. The Montgomery algorithm substitutes the operation of 

division into the random modulus M  by the divisions into power of 2, which 

effectively are realized by shifts. The operation of modular reduction in 

Montgomery's algorithm requires )1( +⋅ ss  multiplication operations. 

The general computational complexity of the implementation of the 

Montgomery modular multiplication algorithm on a k  bit processor is 

determined by ss +⋅ 22  multiplications and by 244 2 +⋅+⋅ ss  additions. 

Accordingly, the calculation time MT  of Montgomery’s algorithm on the k  bit 
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processor can be calculated approximately as follows: 

)2)4()42(()244()2( 222 ++⋅++⋅⋅⋅=⋅+⋅+⋅+⋅+⋅= wswsttsstssT aamM   (3) 

Known algorithms assume that each calculation of modular multiplication is 

produced with the new values of co-factors BA,  and of the modulus M . 

However, the analysis of the practical application of information security 

algorithms, which use modular multiplication, shows that both their keys, and 

respectively the modulus change relatively rarely. This offers the potential 

possibilities of further decrease of the computational complexity of modular 

multiplication by simplification in the reduction. The practical implementation of 

such possibilities requires special research and development. On this basis new 

modular multiplication algorithms should be developed, which will contain a 

constant modulus. 

The target of this work is the development of an effective modular 

multiplication algorithm for large numbers, operating with a constant modulus 

targeted for efficient and fast implementation on general purpose processors that 

are build on architectures with a small number of bits. 

 

 

4  Analysis of the Possibilities of Accelerating the Modular  

   Multiplication in the Information Security Systems 

Information security algorithms are based on cryptographic properties. The 

particular cryptographic property of concern to this work has to do with the 

intractability of a solution of a particular problem based on analytical methods and 

number theory. This class of algorithms require the special complex procedures 

for the generation of effective keys. 

Particular, the extensively popular RSA algorithm [1] uses a complex 

procedure to obtain the three numbers ed ,  and M  with lengths n between 
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1024 and 2048 bits that satisfy the identity. 

AAde ≡  

The process of the coding of the block Α  of a certain message consists of 

the calculation of MAC e mod= , and the decoding of block Α  is realized with 

the calculation of MCA d mod= . The pair of numbers <d,M> composes the 

public key, while the pair <e,M> composes the private key.  

 

One of the above keys, depending on the protocol that the RSA uses, is 

public while the other one is private. The analysis of the practical use of an RSA 

algorithm shows that the keys change relatively rarely so that with the use of the 

same key, tens of thousands of information blocks are processed. This makes it 

possible to consider that in the process of computational implementation, the RSA 

key and consequently the modulus are both in effect constant. Analogous 

reasoning can also be applied to a number of other standardized information 

security algorithms that are widely applied in practice. A very important algorithm 

of this sort is the Digital Signature Standard algorithm [6]. 

Table 1: 
NUMBER OF MULTIPLICATIONS AND DIVISIONS ABOVE THE K BIT WORDS, USED 
BY DIFFERENT MODULAR MULTIPLICATION ALGORITHMS AND CALCULATION OF 

THE MULTIPLICATION OF THE EXPRESSION A ∙ B AND THE RESIDUAL OF THE 
MODULUS 

 
Algorithm   Number of 

multiplications of 
k bit words for 

the calculation of 
A⋅B 

Number of 
multiplicati
ons of k bit 
words for 
modular  
reduction 

Number of  
divisions of k bit words 

for  
modular  
reduction 

Classical  s2 s2 +2.5⋅s s 

Barrett  s2 s2 + 4⋅s 0 
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The fact that the modulus M is constant makes it possible to simplify the 

calculation of modular reduction in the multiplication process via the use of 

pre-computed results. Such pre-computations depend only on the value of the 

modulus M and therefore they may be carried out off-line and be recovered 

whenever there is a change of the modulus. The results of the pre-computations 

can be stored in the tabular form in main memory and are used repeatedly with 

each modular multiplication calculation. 

In the modular multiplication implementation, part of the computational 

resources is strictly used for the calculation of multiplication and the other part for 

the implementation of modular reduction. 

In different modular multiplication algorithms [7], [8] the specific weight of 

expenditures for these two procedures varies. Table 1 gives the number of 

multiplication operations and the word divisions, which are required in the most 

common modular multiplication algorithms for the calculation of the product A·B 

and the modular reduction implementation [4], [5]. 

It is obvious that the possibilities of decreasing the number of operations for 

the calculation of the product A·B via pre-computations with a constant modulus 

are completely limited, since the modulus itself is not used directly in such 

calculations. 

Therefore, the basic technology for increasing the speed of the software 

implementation of modular multiplication is the use of pre-computations for 

decreasing the computational complexity of modular reduction. Data analysis, 

given in Table I shows that with the use of pre-computations, a significant 

decrease in the computational effort required is achieved. This takes place via the 

reduction of the time expenditures for the modular reduction 
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5  Modular Multiplication Organization Based on  

   Pre-Computations with the Fixed Module 

In the classical algorithm (Algorithm 1) the modular reduction procedure, 

Reduce(X), is carried out from the partial products Ba j ⋅  and by shifting the 

binary version of the multiplicand B  by k  bits to the left. In both cases, the 

length of the reduced number X  is not more than ks ⋅+ )1(  bit words or more 

than )()1( knks +=⋅+  bits 1210 ,...,,, −+knxxxx : 

1

0
2 , {0,1}

n k
j

j j
j

X x x
+ −

=

= ⋅ ∈∑            (4) 

The number X  can be represented in the form of the sum of two 

components: an )1( −n  bit number X′′, which coincides with )1( −n  least 

significant digits of X  and an )( kn +  bit number X′, which consists of )1( +k  

most significant digits, concatenated with 1−n  zero bits on its right hand side, as 

shown in Equation (5): 
1 1 2

0 1 0
2 ' '', ' 2 , '' 2

n k n k n
j j i

j j i
j j n i

X x X X X x X x
+ − + − −

= = − =

= ⋅ = + = ⋅ = ⋅∑ ∑ ∑      (5) 

In accordance with the property of congruence for the modular reduction, 

the residual MX mod  can be represented in the form of the modular reduction 

as the sum of the residuals of the components of X  i.e. X′ and X′′  as shown in 

Equation (6): 

MMXMXMXXMxMX
kn

j

j
j mod)mod''mod'(mod)'''(mod)2(mod

1

0
+=+=⋅= ∑

−+

=

   (6) 

Since the most significant )1( −n  bits of modulus M are equal to one and 

the X'' is an )1( −n  bit number, then MX <''  and consequently 

''mod'' XMX = . The number 'X  contains only 1+k  significant digits. The 

rest 1−n  low-order digits are equal to zero. Consequently, 'X and accordingly 

MX mod'  assume only 12 +k  different values. All possible n  bit values of 
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MX mod'  for the appropriate 'X , can be pre-computed and stored in main 

memory in the form of tables. If we designate the symbol Z to represent the binary 

code which consists of the )1( +k  most significant digits of 'X , then: 

1
1

1
2

n k
j n

j
j n

Z x
+ −

− +

= −

= ⋅∑  

and with T(Z) being the n  bit code of the tabular value MXZT mod')( = , then 

the modular reduction procedure Reduce(X) is realized in accordance with the 

following expression: 

Re ( ) mod ( ( ) '') modduce X X M T Z X M= = +      (7) 

In this case, the computational complexity of the modular reduction 

implementation is determined by maximum two operations of addition between 

)( kn +  bit numbers: the first for the calculation of '')( XZT +  and the second 

for executing the subtraction MXZT −+ )'')(( , if MXZT ≥+ '')( .  

Since MXZT ⋅<+≤ 2'')(0 , for the modular reduction MXZT mod)'')(( +  no 

more than one subtraction of n bit numbers, may ever be required. Therefore, the 

execution time of the procedure will not exceed ats ⋅+⋅ )1(2 , with an average 

value of ats ⋅⋅5.1 . The storage memory, which is required for storing all the 

pre-computed possible values of T(Z) occupies a volume of nk ⋅+12  bits or 

sk ⋅+12 of k  bit words.  

The proposed approach is especially effective in the implementation of 

modular multiplication on the small word length microprocessors, 

micro-controllers and smart cards. In this case, the memory size for storing the 

results of pre-computations with a constant modulus proves to be completely 

acceptable for the majority of applications. For example, for the accelerated 

multiplication implementation of the 1024 bit numbers on the 8 bits 

micro-controller, the capacity of the required storage memory will consist of 

(29⋅128)=216 bytes (64 Kbytes). For the accelerated modular multiplication 

implementation on the 16-bits processor r, the above capacity requires storage 
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memory which substantially grows and depending on the availability of memory 

may decrease the effectiveness of the application of pre-computations. 

In order to decrease the capacity of the memory required for storing the 

results of pre-computations T(Z), its multi-section organization, is proposed. The 

essence of the proposed table organization of pre-computations lies in the fact that 

the value X' is divided into q components: 
''

2
'

1 ...' qXXXX +++=  

with lengths qrrnrrnrn ++++++ ...,...,, 1211 , since 1...21 +=+++ krrr q . 

For each ),...,1(', qiXi i =  consists of the ir  most significant digits, which 

coincide with the digits 1, ,...,
in h n h n h rx x x+ + + + +  of the number ( 0X h =  for 1i =  

and 1 1... ih r r−= + +  for 1)i >  and the rest of the low-order digits are equal to 

zero: 

  
1

1
1

' 2 , , {2,..., }, 0
i i

i

g r i
n h

i n h i t
h g t

X x g r i q g
+ −

+
+

= =

= ⋅ = ∀ ∈ =∑ ∑      (8) 

Following this, in accordance with the property of congruence the modular 

reduction X mod M can be represented in the form shown in Equation: 

1 2mod ( ' mod ' mod ... ' mod '') modqX M X M X M X M X M= + + + +  

In order to determine each of the values of X′i mod M, the use of the 

precomputed results is proposed, where the results are previously calculated for all 

possible codes X′i. Since the number of significant (non zero) bits in the code X′i is 

equal to ir , then the  number of possible different values of X′i will be ir2  and 

the memory capacity required for storing all possible values of X′i mod M 

respectively will be nir ⋅2  bit. 

If we denote through Zi bit binary code, which contains only the ir  most 

significant digits X′i, then, 
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1

1
1

2 , , {2,..., }, 0
i i

i

i

g r i
h g

i n h i t
h g t

Z x g r i q g
+ −

−
+

= =

= ⋅ = ∀ ∈ =∑ ∑          (9) 

If we denote as Ti(Zi) the n bit binary representation of the tabular value 

Ti(Zi)=X′i mod M, then the modular reduction procedure is realized in accordance 

with the following expression: 

1
mod ( ( ) '') mod

q

i i
i

X M T Z X M
=

= +∑         (10) 

The total volume of the tabular memory required for storing  

(T1(Z1),T2(Z2),…,Tq(Zq)) 

occupies a space of 
1

2 i

q
r

i
n

=

⋅∑ bits. This example of storing T(Z) in one table, in one 

table can be examined as a special case of the results organization within 

subdivided tables, with pre-computations for 1=q . The use of multi-section 

tables makes it possible to substantially decrease the memory capacity required for 

their storage. Following the same assumptions as for the example given above, for 

the accelerated multiplication implementation of 1024 bit numbers on the 8 bit 

micro-controller with the two-section memory )4,5,2( 21 === rrq , the required 

memory capacity will compose of 1024·(25+24) = 1010⋅48 bits or 6144 bytes or 

10.67 times less than during the single-section organization of tabular memory. 

Such an amount of memory may be considered as easily available in any 

contemporary information processing device. 

From another point of view, the use of multi-section organization of the 

tabular memory is combined with the increase of the execution time of the 

modular reduction. The calculation of the sum of expression (10) requires 

)1( +sq  additions of k  bit words. The number of significant digits of the sum 

code will not exceed in this case qn + , so that, if 11 +≥ qr , then for executing 

the modular reduction of the sum with the use of the first table T1(Z1), 1.5(s+1) 

addition operations are required, on average. The total number of the additional 

operations is: (q+1.5)⋅(s+1). 
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6  Existing schemes for the acceleration of the Montgomery  

   Multiplication 

As it has already been mentioned, virtually all existing proposals for 

algorithmic improvements to accelerate the execution time required for the 

modular multiplication, attempt to do so by efficiently using specialised hardware.  

The work presented in [19] is concerned with supporting the algorithm for 

Residue Number System division via the subtractive technique. This work uses the 

Montgomery Algorithm in order to calculate a parity check and could potentially 

benefit from the new scheme proposed by the results of the present research. In 

[20], an algorithm is proposed that exploits the particular case of the radix-4 case 

in order to reduce the computations. The present work is therefore more general in 

the field of its application. Additionally, the work in [20] is targeted for use and is 

implemented in an FPGA platform with advanced multiprocessing capabilities. In 

[21], the various special cases of coefficients for the polynomial multiplication of 

the NTRU algorithm are distinguished in order to design optimised hardware that 

can quickly perform the required operations. The work in [22] accelerates the 

overall processing time by leaving the Montgomery Multiplication unchanged and 

partially replacing calculations by a modified Barrett Modular Multiplication. In 

[23] and in [26] the concept of low-weight polynomial form integers is introduced 

in order to design fast implementations on FPGA hardware. In [24], 

precomputations of just the radix are used with the aim again to facilitate the 

implementation on FPGAs.  

Two of the algorithms encountered in contemporary literature present 

significant contributions targeted at the particular problem of accelerated, purely 

software implementations of Modular Multiplication to be run on general purpose 

processors.  The work by [25], aims to produce fast software implementations. A 

series of complex checks is used to avoid unnecessary calculations that result in a 

3% to 7% reduction of the computation time required to complete the 
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computations on a statistically significant collection of sample cases, tested on a 

1.86 GHz Pentium Processor. This result is not directly comparable to the results 

of this work, as the Pentium is a 32-bit processor. However it may be considered 

to be serving a different scope of application.  The most relevant independent 

work that may be considered as work parallel to the present study, is the Bipartite 

Modular Multiplication method presented in [27]. This method recognises the 

advantages in computational complexity reduction that may result from splitting 

the operand in two parts. It however overlooks the advantages of using the 

precomputed results to speed up the process as it is targeted towards either 

software implementations that are executed in multiprocessor hardware. 

Precomputation of results is, as it has already been analysed in previous sections, 

the principle technique that reduces the overall execution time required for the 

proposed method. An additional difference of the newly proposed method from 

the Bipartite Modular Multiplication is the exploitation of the fact that with careful 

selection of the bit lengths of the two parts of the operand, the calculation for the 

least significant part of the operand becomes trivial and takes up virtually no 

computational effort at all. From the above analysis it may be clearly inferred that 

the proposed algorithms targets an unexplored aspect of the accelerated software 

modular multiplication, using an innovative approach. 

 

 

7  Social Expectations from the Information Society and  

   Equal Opportunities Concerns 

Having established a new technological proposal, it is interesting to note 

some conclusions from European Union projects that aimed to investigate a 

different aspect of Information Society, namely the acceptance of new 

technologies by European societies and the concerns that are raised relative to the 

accessibility of new technologies to the less privileged part of the general 
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population. A study was conducted that focused specifically in Hungary and 

investigated the expansion of use of Information Systems for the purposes of 

facilitating old and producing new services for governmental agencies, banks, 

companies, etc [14]. This study found a very small rate of expansion of 

Information Society until the end of 2002 and a reverse trend in 2003. The study 

indicated that the stagnation was caused not only by the limited financial and 

infrastructural possibilities but, in contrast to prior false professional beliefs, also 

by a specific set of attitudes. It also concluded that internet use increased in recent 

years to a much smaller extent than anticipated. This was caused by anxiety, 

suspicion towards novelties and, for various reasons, towards service providers, as 

well as distrust. In 2003 the lack of interest in innovative internet e-services was 

reduced by 10%. The prevailing mentality, however, still fails to consider 

information and knowledge as resources, and information technology as means of 

production and one of the principle reasons is lack of trust for the technologies 

involved. The widespread use of modern information and communications 

technological devices was also found to have a significant effect on the generation 

of social differences. In other words the difference in means and extent of access 

to equipment and methods of use of information processing related services, 

further deepen social differences. This phenomenon, which was located by this 

study in [14] but exists in virtually all countries, has been assigned the term digital 

divide.  In the case of Hungary it was found that two factors deepening the digital 

divide are income and locality. Part of the response to the above factors may be 

the production of secure and reliable, mobile hardware that may, with a low cost 

of acquisition, provide access to the services already mentioned. 

A different study in [15] shows that security loopholes in the technology are 

a major drawback for Information Society Technology penetration. Customers of 

advanced e-services feel threatened by the perceived possibility for intentional or 

unintentional abuse of the personal data they submit in order to gain access to such 

services. Surveys indicate that around 1/3 of the potential customers decided not 
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to participate in the electronic market because they perceive problems (prominent 

among which are privacy aspects, and concerns with respect to identity fraud). 

This lack of trust implies that providers of services (companies, banks, the 

government etc) do not use their full market or society potentials because a 

significant part of their target audiences are not confident enough to trust their 

products and services. This lack of trust  was found to be particularly caused by 

privacy and security policies or lack thereof. 

The fact that the ability to provide robust information security may provide 

the distinguishing advantage to an e-service provider is also pointed out in the 

report by the European Commission Information Society [17]. Besides harm that 

is produced by malicious code, unauthorised access to systems or data, and fraud 

based on misuse of such data, security and trust concerns for many can be a severe 

barrier to Information Society participation. It impacts the diffusion of electronic 

commerce, the success of e-Government and the participation in the Information 

Society at large. Most importantly, these worries affect participation. For instance, 

half of all European Internet users said that these concerns had prevented them 

from shopping online, and similar proportions are expected in respect of 

e-Government services.  Similar concerns affect e-banking and financial 

e-services [18]. 

If individuals distrust sending the identifying or financial information over 

the Internet that is needed to complete transactions, the fraction of commercial and 

societal activities which can benefit from transition to the electronic medium will 

be significantly restricted. As a result, insufficient protection (or a perception of 

insufficient protection) of personal privacy and security in these systems is a 

potentially serious impediment in the development of the information society and, 

therefore, is important from the policy perspective. Acknowledging that security 

and trust are important issues in the development of e-economy and the 

information society, e-Europe documents [18] state that it is necessary to 

“determine the adequate amount of security for user needs”. Barriers to the 
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implementation of e-government range from the cost to distrust towards 

e-government. 

The findings outlined above support the hypothesis that two major factors 

that prevent specific groups of people, as well as the general population, of 

benefiting from advances of Information Society technologies are the lack of 

sense of security and the costs involved. The proposed algorithm can be argued to 

be a step in the right direction. It is an enabling technology that may allow the 

production of low in cost, small and portable in size and low in power 

consumption secure devices for access to innovative e-services. Such services may 

originate from all kinds of providers and involve applications related to 

e-government, e-commerce, data processing within enterprises, defence, public 

order and safety etc. 

 

 

8  Scope of application of the proposed modification of  

   Montgomery's diagram and evaluation of its impact on  

   Information Society Applications 

Modular multiplication is the enabling computational foundation for 

contemporary technologies for information protection that are considered basic 

building blocks in the construction of information protection schemes. Such 

technologies are public key encryption, digital signatures, authentication, 

confidentiality, identification based on a zero knowledge scheme etc. The majority 

of applications that demand the attainment of a high level of security use long 

word lengths (usually 1024 or 2048 bits), over which modular multiplication is 

applied. The implementation of such complex calculations demands an excessive 

computational cost, even for the most powerful modern processors. The problem 

of computational complexity and speed for the realization of modular 

multiplication on long word length numbers becomes even more acute in the case 
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of embedded micro-controllers and microprocessors that have by construction an 

extremely limited processing power. 

As computational devices have become increasingly pervasive, they also 

have become increasingly mobile, making possible new forms of personal 

learning and challenging our expectations of the environments where learning can 

happen. The limited power, bandwidth, memory, and display resolution of 

portable devices pose additional challenges in designing for constructive learning 

[10]. The new technique is a significant response to these challenges, since it 

makes the exploitation of bandwidth significantly more efficient. The proposed 

method renders at least a partial solution of this problem feasible and reduces the 

required computational effort for calculating the modular product. This reduction 

is achieved by means of the use of pre-calculated results that depend solely on the 

modulus, a parameter which is essentially constant for the majority of 

applications. 

The proposed method is extremely effective, especially in the case of 

embedded micro-controllers and microprocessors. The expansion and the 

development of information integration, lead to the fact that such controllers are 

very often encountered inside terminal devices belonging to local and wide area 

networks. This implies that these devices need to support all the existing network 

protocols, including the protocols for information security. In this case, it is also 

important to note that the majority of such devices are required to operate in real 

time conditions and hence the implementations of network protocols need to be 

correspondingly fast. 

The framework for the collection and management of technical information 

and control procedures, on which both the concept of Information Society and 

many Military Applications are based, belong to the basic scope of 

micro-controller applications that need to support network protocols and use 

modular multiplication procedures. 



202                        Accessible Secure Information Society Applications …  

As society is beginning to appreciate that organisational knowledge is a 

source of a competitive advantage in the long run [13]. Thus, the creation, 

deployment, transfer, transformation, renewal and accumulation of knowledge 

turned out to be key strategic activities for all kinds of firms and organizations, as 

well as for society in general [13]. The proposed modification of Montgomery's 

scheme safeguards a significant proportion of this strategic activity which includes 

both the deployment and the transfer of knowledge. 

In [11] it is stated that, for organizations to maintain a competitive edge, 

employees must be able to ability to externalise and share their knowledge. The 

sharing of the knowledge is promoted by use of the new scheme. According to 

[12], an organization is required, among other activities, to be able to organise, 

store, make accessible and distribute the knowledge it possesses in order to remain 

competitive. 

Remote controlled devices that are monitored and controlled via network 

connections also belong to the scope of application of modular multiplication 

implementations. Such systems can potentially be exposed to risks arising from 

both malicious and unintentional interventions to their operation. It is therefore the 

case that micro-controllers used in those systems also need to devote a significant 

portion of their processing power for the implementation of information protection 

protocols. A fundamental area of effective application of the proposed scheme, are 

systems for electronic government and electronic commerce that are supported by 

the use of open networks. The means used in this case, usually smart cards and 

mobile phones, must be able to implement the entire spectrum of protocols that 

guarantee the security of all transactions. This means that embedded controllers 

within these devices must be capable of rapidly calculating complicated modular 

multiplication expressions on numbers of long word lengths. 
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9  Conclusions 

The problem of increasing the performance of the modular multiplication 

software implementation, which is the basic computational operation used in a 

wide circle of information security algorithms was analysed. It is shown that 

during the practical application of information security algorithms, that are based 

on analytically intractable number theory problems the keys and consequently the 

modulus, change relatively rarely. Based on the above finding, a new algorithm 

was proposed for the modular multiplication that differs from the classical 

organization of the modular reduction execution. Reduction in the computational 

complexity of the software implementation is achieved by the use of 

pre-computations results, which depend only on the modulus and which are stored 

in tabular form in main memory. The performance estimate of the proposed 

algorithm and memory usage for storing the precomputed tables were computed. 

The analysis carried out showed that the speed of the software 

implementation of modular multiplication on the micro-controllers with the use of 

the proposed algorithm increases by a factor between 1.5-2, in comparison with 

the most effective existing algorithm, the Montgomery algorithm. A study of 

Information Society and the new social objectives that it represents showed that 

serious impediments against widespread diffusion of innovative information 

processing technologies and the innovative services that these technologies enable 

are the lack of technological information security perceived by users. This lack of 

security were found to be caused by cost and mobility considerations that prevent 

manufacturers from including encryption components in a wide range of 

extensively used products, or make such products too expensive for significant 

parts of the population. The analysis showed that the proposed algorithm is a step 

in the right direction, since it is an enabling technology for fast and accessible 

implementations of security algorithms for use in information processing devices. 

Such devices can then be used to promote the goal of providing a wide range of 

innovative e-services by governmental and enterprise organisations. 
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