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Abstract

The relationship between nominal interest rates and inflation has been frequently explored in both its theoretical and empirical dimensions by many scholars. Most of these studies focus on the influence of inflation on interest rates, while others investigate the effect of interest rates on price levels. The relevant literature begins with the well-known theory of Fisher (1930). According to Fisher’s hypothesis, inflation is the main determinant of interest rates, and as the inflation rate increases by one per cent, the rate of interest increases by the same amount. Following the Fisher Theory, many scholars have sought to examine the interaction between inflation and interest rates. This study examines the relationship between deposit interest rates and the consumer price index in Turkey, employing the threshold vector error correction (T-VEC) analysis. In the first step, a threshold autoregressive (TAR) unit root analysis is applied for the period (2002:01-2011:03) of both variables. Traditional unit root tests are used to test the unit root structure before the cointegration analysis. In the second stage, the Caner and Hansen (2001) TAR unit root test is applied. After determining that the variables are nonstationary, the T-VEC analysis is implemented.
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1 Introduction

The relationship between interest rates and inflation has been frequently explored in both its theoretical and empirical dimensions by many scholars. Although the definitions of interest rates differ to include real interest rates, nominal interest rates, deposit rates, and money market rates, many studies try to define the interaction between the rates and the inflation. Most of these studies focus on the influences of inflation on interest rates. Wilcox (1983), Benhabib, Schmitt-Grohe and Uribe (2002), Berument and Jelassi (2002), and Fahmy and Kandil (2002) investigate the effect of inflation on interest rates. On the other hand, Barshky and Delong (1991) examine the influence of interest rates on inflation. An increase in inflation is undesirable. Economic authorities in developing countries and emerging economies develop monetary policies that promote stable growth and low inflation. There is a very close relationship between interest rates and the inflation level. Any change in interest rates will likely have an impact on consumption and, therefore, will create a shift in inflation levels. On the other hand, any increase in price levels will oblige central banks to adjust interest rates. This phenomenon forms the basic equation of regulation for central banks. The relevant literature starts with the well-known theory of Fisher (1930). According to Fisher’s hypothesis, inflation is the main determinant of interest rates, and as the inflation rate increases by one per cent, the rate of interest increases by the same amount. Fama (1975) and Fama and Schwert (1977) test whether the Fisher effect holds in the US, and they find evidence in favor of approximately constant real interest rates, as implied by the Fisher hypothesis. In contrast, Summers (1983) rejects the Fisher hypothesis for the period before the 1990s, a period for which the Fisher hypothesis has been subjected to empirical tests that take the potential nonstationarity and cointegration of the involved time series explicitly into account (Mishkin 1992).

Many contributions to the literature test for the existence of the Fisher effect and also try to determine the relationship between interest rates and inflation. Better information on the behavior of interest rates would greatly benefit economists. In this study, similar to other studies in the literature, we examine whether an interaction between interest rates and inflation exists. However, we follow a different methodology. Our study examines the relationship between the deposit interest rate and the consumer price index in Turkey and employs a T-VEC analysis. In the first step, a TAR unit root analysis is applied for the period (2002:01-2011:03) of both variables. We use the traditional unit root tests to test the unit root structure before the cointegration analysis. In the second stage, the Caner and Hansen (2001) TAR unit root test is applied. After determining that the variables are nonstationary and integrated at the same order (I(1)), a T-VEC analysis is implemented. The following section explains the related literature on the relationship between interest rates and inflation. The paper then discusses the data and methodology, our empirical results, and our conclusions in the subsequent sections.

2 Literature Review

Many studies have taken empirical and theoretical perspectives to analyze the relationship between nominal interest rates and inflation, and a great deal of work has examined and evaluated different methodologies for forecasting inflation. For example, Fama (1975, 1977) develops an interest rate model to predict the 1-month-ahead rate of inflation using
the consumer price index (CPI). The size of the response of nominal interest rates to changes in expected inflation is broadly known as the Fisher effect, the idea having been introduced by Irving Fisher (1930). Fisher hypothesized that there should be a long-run relationship in the adjustment of the nominal interest rate corresponding to changes in expected inflation. He postulated that the nominal interest rate consists of an expected “real” rate plus an expected inflation rate. The real rate of interest is determined largely by the time preference of economic agents and the return on the real investment. These factors are believed to be roughly constant over time, and therefore, a fully perceived change in the purchasing power of money should be accompanied by a one-for-one change in the nominal interest rate.

Mishkin and Simons (1995) test the positive relationship between the expected inflation rate and the interest rate. Based on the inflation and interest rate studies, Cox, Ingersoll, and Ross (1985) developed arbitrage-free bond pricing models that explore the effect of inflation on the term structure of interest rates. These theoretical models provided a framework for a number of empirical studies, such as Stambaugh (1988) and Gibbons and Ramaswamy (1986). The research conducted by Kugler (1982) models the dynamic relationship between short term interest rates and inflation for the US, the UK, France, Germany, and Switzerland for the period 1974-1980. The research strongly suggests the variation of the nominal interest rate and that the nominal interest rate and inflation help to predict the ex ante real interest rate.

Pennachi (1991) also examines the relation between real interest rates and inflation. He employs a model that is estimated as a state-space system that includes observations on Treasury bills with different maturities and NBER-ASA survey forecasts of inflation for the period between 1968 and 1988. The study supports the idea that real interest rates and expected inflation are significantly negatively correlated. Furthermore, real interest rates also display greater volatility and weaker mean reversion than does expected inflation.

Crowder and Hoffman (1996) use quarterly data (the three-month T-bill rate and the implicit price deflator for total consumption expenditure) for the US to test the long-run relationship between nominal interest rates and inflation through cointegration analysis. They find that a 1 percent increase in inflation yields a 1.34 percent increase in the nominal interest rate. After adjusting for tax effects, this effect is found to be 0.97, which is almost equal to unity. Panopoulou (2005) examines the existence of a long-run Fisher effect in which interest rates move one-to-one with inflation by using both short-term and long-term interest rates for 14 OECD countries. An autoregressive distributed lag (ADL) model is employed separately for all countries, and the effect of anticipated inflation on predicting nominal interest rates is found to be around unity, e.g., 0.959 for Canada, 0.860 for Switzerland, 0.912 for the UK, and 0.787 for Germany.

Gül and Ekinci (2006) empirically analyze the interaction between nominal interest rates and inflation for Turkey over the period of 1984-2003. Initially, they ascertain the existence of the unit root and then imply the Johansen cointegration test. Their evidence supports the idea that there is a long-run relationship between interest rates and inflation for Turkish markets. To conclude their study, they employ a Granger Causality test and find that causality exists in only one direction from nominal interest rates to inflation. Herwartz and Reimers (2006) employ a VEC model to examine the relationship between inflation and interest rates for 114 economies over a 45 year period using monthly data. Interest rates and inflation are found to exhibit a long-run equilibrium relationship for numerous economic states. However, in states with large positive changes of inflation, high inflation risk or high interest rates, a long-run equilibrium relationship may not exist.

A variety of econometric techniques is implemented in the different studies. Some of the studies test whether a long-run relation exists between these macro-parameters, while others implement the nonlinear models, which are also employed in this study. Some of the key studies that investigate the interaction between these variables with nonlinear framework are Weidmann (1997), Million (2004), Koustas and Lamarche (2006), Dutt and Ghosh (2007), Jumah and Kunst (2008), and Phiri and Lusanga (2011). Weidmann (1997) was one of the first studies to utilize threshold cointegration in this context. This study revealed the importance of using threshold models for this subject and the necessity of using threshold models for the relationship between interest rate and inflation. Million (2004) examines the long-run relationship between nominal interest rates and inflation using Smooth Transition Autoregressive (STAR) models. As the study notes, a policy change that fell within the analyzing period changes the dynamics of the data between the two regimes. Million, applied Augmented Dickey Fuller (ADF), Dickey Fuller–GLS (DF-GLS), and Kwiatkowski-Phillips-Schmidt-Shin (KPSS) unit root tests to identify the unit root structure of the data and modeled an ECM with the logistic smooth threshold autoregression (LSTAR) process. Consequently, they examined the threshold process for the long-run relationship between interest rates and inflation for the US. The appropriate model for this relationship is shown to be among the STAR models. One of the policy implications of this study is to show that the behavior of the policy maker depends on the level of inflation. In this context, they denote that when the inflation rate decreases below a level of tolerable inflation, the policy maker is unwilling to use an active policy.

Koustas and Lamarche (2006) analyzed the relationship between interest rates and inflation for the G7 countries. They implement a three-regime self-exciting threshold autoregressive (SETAR) model using the three-month treasury bill rate and the CPI. The unit root process is tested for with ADF and DF-GLS tests. They also apply symmetric mirroring TAR (SMTAR), band TAR (BTAR), and TAR models. The appropriate modeling structure is found to be BTAR for Canada, France, Italy, and Japan, and the authors estimate different band ranges for the countries. In this regard, Canada and Japan are noted to have tighter band ranges, whereas France and Italy have wider ones. This result also implies the significant effect of policy interventions. Dutt and Ghosh (2007) investigate the interest rate-inflation relationship for five European countries: Belgium, France, Germany, Italy, and Sweden. They use threshold cointegration for Belgium and Germany, and they employ the Hansen and Seo (2002) procedure. Jumah and Kunst (2008) applied vector auto regressive (VAR), VARs in differences (DVAR), error correction VAR (EC-VAR) and threshold VAR (TH-VAR) methods for forecasting and the Johansen cointegration method as the main method for testing the relationship. Phiri and Lusanga (2011) analyze the Fisher hypothesis for South Africa, primarily using the Hansen and Seo (2002) test procedure in their study.

Our analysis has two main parts. The first part is the conventional and nonlinear unit root analysis, and the second part covers the T-VEC. The base studies and the developing studies comprising the relevant literature are summarized as follows. Balke and Fomby
(1997) analyze nonlinearity and nonstationarity of variables, and they use the univariate tests of Hansen (1996) and Tsay (1989) to test the error correction term. Other studies testing both nonstationarity and nonlinearity are as follows: Martens et al. (1997), O’Connell and Wei (1997), Obstfeld and Taylor (1997), Michael et al. (1997), Balke and Wohar (1998), Baum and Karasulu (1998), Enders and Falk (1998), O’Connell (1998), Taylor (2001), Baum et al. (2001), and Lo and Zivot (2001). Hansen and Seo (2002) added to this literature by examining the case of an unknown cointegrating vector. The first analysis to build on the Hansen and Seo (2002) study was that of Root and Lien (2003). By applying the method developed by Hansen and Seo (2002), studies by Esteve, Gil-Pareja, Martínez-Serrano and Llorca-Vivero (2002) have investigated the TAR cointegration relationship between goods and service inflations in the US. The effects of nonlinear structure on the long-term equilibrium have been analyzed, and it has been revealed that the equilibrium between the two inflation rate gaps coming into equilibrium in the long-term trend was possible only when a certain threshold value was obtained. Clements and Galvao (2004) studied the maturity structure of the interest rates in the US and carried out nonlinear cointegration analysis between the short- and long-term interest rates. Gascoigne (2004) develops the Hanson and Seo (2002) test method for larger systems and for situations that have more than one cointegrating vector and examines the maturity structure of interest rates in Britain, managing to reduce some necessary conditions without losing efficiency. Gascoigne additionally applies a Vector Error Correction Model (VECM), which has a three-dimensional structure and two cointegrated relations, for the maturity of the interest rates in UK.

In Aslanidis and Kouretas (2005), which examines parallel and official exchange markets in Greece, short- and long-term relationships are tested with a T-VEC. Another study by Bajo-Rubio, Diaz-Rolden and Esteve (2006) carries out an analysis of government revenues and expenditures, basing a nonlinear cointegration analysis on the idea of a required intervention in the event of governmental budget deficit increase over a particular value. In this context, the sustainability of Spain’s budget deficit is tested. In the Esteve (2006) study, the term structure of interest rates in Spain is studied, applying the Ng and Perron (2001) test (which is the modified alternative of the ADF and PP tests) to detect the stationarity of the interest rates in Spain. Subsequently, the Hansen and Seo (2002) method is applied as a cointegration test.

3 Data and Methodology

In this study, we investigate the relationship between interest rates and inflation for Turkey using a nonlinear framework. Deposit rates are used to investigate the relationship between interest rates (IR) and the consumer price index (π) and are modeled for the periods between 2002:01 and 2011:03. The interest rates and CPI data are obtained from the CEIC and Turkish Statistical Institute (TSI), respectively. One of the crucial points in a study such as this is the selection of the correct method of analysis. Here, a logarithmic transformation was applied to the data; then, the analysis was conducted using an Hodrick Prescott Filter (HP). After these transformations, nonlinear structures and sudden regime changes were observed when analyzing the data. Therefore, initially, the feasibility of the TAR model was tested, and then long-term analysis was conducted using the T-VEC.
Prior to this analysis, a TAR unit root analysis was applied along with conventional unit root tests (ADF, ERS DF-GLS).

In light of the traditional unit root tests, the non-stationarity hypothesis is not rejected. Before applying the T-VEC analysis, along with the unit root analysis, which is the necessary condition in cointegration as per the literature, the non-stationarity should be supported with a TAR unit root analysis as well. (For more information, see ‘Bildirici, Aykaç Alp’ (2008)).

### 3.1 TAR Unit Root Test and T-VEC

For analyzing the long-run relationship between interest rates and inflation, the first step is to investigate the existence of a unit root. We followed the Caner and Hansen (2001) unit root procedure for investigating the nonlinearity and unit root structure of these variables. After determining the nonlinear structure and unit root processes, we used the T-VEC procedure developed by Hansen and Seo (2002) to investigate the vector error correction analysis among the variables. The main reason for applying the Caner and Hansen (2001) approach is to determine the nonlinearity of variables, but another important reason for doing so is given by Pipenger and Goering (1993). In their study, they imply that the Dickey Fuller test has low power, especially for the TAR models. Other studies that modeled and applied unit root tests are Tsay (1997) and Gonzalez and Gonzalo (1998). In the Caner and Hansen (2001) study, they set up a joint hypothesis for testing a two-regime threshold autoregressive model. The TAR model can be written as follows:

$$\Delta y_t = \theta'_1 x_{t-1} I\{z_{t-1} < \lambda_1\} + \theta'_2 x_{t-1} I\{z_{t-1} \geq \lambda_1\} + e_t.$$  

(1)

The Caner and Hansen (2001) test actually contains three types of tests. These tests not only give information about unit root processes but also provide information about nonlinearity. The Wald test procedure is used for testing nonlinearity. In a second stage, stationarity is tested. In this case, the null hypothesis is

$$H_0 : \rho_1 = \rho_2 = 0.$$  

(2)

If the hypothesis shown in number (2) holds, the model (1) can be defined as a stationary TAR process for $\Delta y_t$ and $y_t$, defined as unit root process. In equation (1), the parameters $\rho_1$ and $\rho_2$ test the stationarity of $y_t$ with the hypothesis defined in (2). The alternative of the null hypothesis in (2) is

$$H_1 : \rho_1 < 0 \text{ and } \rho_2 < 0.$$  

(3)

However, there is a partial unit root case that is mentioned in the Caner and Hansen (2001) approach. For this case, they formed the following hypothesis,

$$H_2 : \begin{cases} 
\rho_1 < 0 \text{ and } \rho_2 = 0, \\
or \\
\rho_1 = 0 \text{ and } \rho_2 < 0.
\end{cases}$$  

(4)
If $H_2$ holds, the process has partial unit root as Caner and Hansen (2001) mentioned. This means the process is nonstationary but not a classic unit root case. They suggested using a Wald statistic for testing these hypotheses. The unrestricted alternative is $\rho_1 \neq 0$ or $\rho_2 \neq 0$. In this case, the test statistic is

$$R_{2t} = t_1^2 + t_2^2.$$  \hfill (5)

Alternative hypotheses $H_1$ and $H_2$ are one-sided, and a one-sided Wald statistic is used for testing the hypothesis $\rho_1 < 0$ or $\rho_2 < 0$, with

$$R_{1t} = t_1^2 I_{(\rho_1 < 0)} + t_2^2 I_{(\rho_2 < 0)}.$$  \hfill (6)

They also emphasized that the $R_{1T}$ and $R_{2T}$ tests have more power against the alternative hypotheses $H_1$ and $H_2$. If the test statistic is significant, $H_0$ is rejected, and this shows that the process has not had a unit root. Then, the second stage tests whether the process is stationary or has a partial unit root process. For this decision, they build $t_1$ and $t_2$ test statistics for testing $H_0$ against $H_1$ and $H_2$, respectively.

Test statistics $t_1$ and $t_2$ are one-sided Wald test statistics and are used for testing alternative hypothesis $\rho_1 < 0$ and $\rho_2 = 0$ against $H_0$. This test helps to determine whether the process is not stationary or whether stationarity is only in the first regime. The last test statistic is another one-sided Wald test statistic $t_2$, which tests the alternative hypothesis $\rho_1 = 0$ and $\rho_2 < 0$ against $H_0$. $t_2$ also helps to determine whether the process is a partial unit root process.

After employing nonlinearity and non-stationarity tests, we find that there are unit roots in the series. The implementation of the unit root test provides the sufficient condition for the cointegration tests. Therefore, we follow up with the Hansen and Seo (2002) approach. This method is usually used in the analysis of interest rates, of the term structure of the interest rates, and for the inflation subjects.

In the Hansen and Seo (2002) study, the threshold model takes the following form

$$\Delta x_t = \begin{cases} A_1' X_{t-1} (\beta) + u_t, & w_{t-1} (\beta) \leq \gamma \\ A_2' X_{t-1} (\beta) + u_t, & w_{t-1} (\beta) > \gamma \end{cases},$$  \hfill (7)

where the $\gamma$ is the threshold parameter and

$$X_{t-1} (\beta) = \begin{pmatrix} 1 \\ w_{t-1} (\beta) \\ \Delta x_{t-1} \\ \Delta x_{t-2} \\ \vdots \\ \Delta x_{t-l} \end{pmatrix}.$$  

There are two regimes defined by value of the error correction term. As described in Hansen and Seo (2002), the parameters $A_1$ and $A_2$ are coefficient matrices and dictate the
dynamics in these regimes. If \( P(w_{t-1} \leq \gamma) \) has the relation \( 0 < P(w_{t-1} \leq \gamma) < 1 \), this shows the threshold effect; otherwise, the model describes a linear cointegration. Additionally, they form the following constraint.

\[
\pi_0 \leq P(w_{t-1} \leq \gamma) \leq 1 - \pi_0,
\]

(8)

where the trimming parameter is positive.

### 4 Results and Empirical Findings

Initially, the traditional unit root tests ADF, KPSS, and ERS DF-GLS (Elliott-Rothenberg-Stock (1996)) are applied (Appendix 1). In the ADF tests, according to the Akaike Information Criteria (AIC) it is observed that the autocorrelation problem is removed with twelve lags. In the ERS DF-GLS test, according to the criteria of MAIC (Modified AIC), the optimal length of the lag in the interest rate series is determined as two, and in the inflation series, it is determined as ten. In appendix 1, the results of a traditional unit root test indicate that both variables are integrated at the first order (I(1)). However, some of the related literature points out the weaknesses of the traditional unit root tests. Therefore, we also employ a TAR unit root test. First, the compatibility of the TAR unit root test on the series is examined. The details of the obtained results are shown in Appendix 2. The test was applied for the TAR model, which includes a constant term. For the interest rate data, the lag length has been determined as twelve and for the inflation series, the lag length has similarly been determined as ten according to AIC. As a result of the tests applied; Caner and Hansen test indicates 5 lag for IR and 4 lags for \( \Pi \) as m lag parameter. Following the Caner and Hansen (2001) study, the m lag length was set to the minimum Sum of Square Residual (SSR). After the effect of the threshold is tested, the results shown in Appendix 2 indicate the presence of a threshold effect on m lag. Although the presence of a threshold effect for k lag is rejected, as in the Caner and Hansen (2001) study, the results obtained from the m lag should be taken into account. In the next step after this test, R1 – R2 and t1 and t2 tests were applied. The results were obtained through a Caner and Hansen (2001) test. When the whole period and each regime are examined separately, the series are not stationary for both variables. Then, we follow with Hansen and Seo (2002) T-VEC results.

First regime “typical regime”, \( IR_t \leq 0.34\Pi_t + 0.11 \)

Second regime “extreme regime”, \( IR_t > 0.34\Pi_t + 0.11 \)

Estimated T-VEC models are,

\[
\Delta IR_t = \begin{cases} 
-0.0012 - 0.14w_{t-1} + 0.39\Delta IR_{t-1} + 0.20\Delta IR_{t-2} - 0.12\Delta IR_{t-3} \\
+ 0.57\Delta \Pi_{t-1} + 0.11\Delta \Pi_{t-2} - 0.23\Delta \Pi_{t-3} & w_{t-1} \leq 0.11 \\
0.26 - 0.83w_{t-1} + 1.67\Delta IR_{t-1} - 4.73\Delta IR_{t-2} - 2.63\Delta IR_{t-3} \\
+ 6.05\Delta \Pi_{t-1} - 2.697\Delta \Pi_{t-2} - 0.53\Delta \Pi_{t-3} & w_{t-1} > 0.11 
\end{cases}
\]
The estimated cointegration relation is $w_t = IR_t - 0.34\Pi_t$, and the threshold value is obtained as $\gamma = 0.11$. Therefore, compared to the first regime inflation rates, there is an 11% increase in the interest rate. In the estimated period, the first observation covers 91% and is defined as $IR_t \leq 0.34\Pi_t + 0.11$. In this model, the first regime can be called the typical regime. The second regime, on the other hand, comprises the 9% share of below normal and is called the extreme regime. The second regime is realized when the difference between inflation and interest rates is less than 11% and can be defined as

$$IR_t \leq 0.34\Pi_t + 0.11.$$  

From the results, it is observed that the error correction mechanism is functioning for both the first regime defined as a typical regime that contains 91% of the observed values and the second regime (the extreme regime) contains 9% of the observation values. It is concluded that the cointegration relationship exists in both regimes, thus showing an increase in the interest rates as a result of an increase in the inflation rates.

### 5 Conclusions

This paper concludes that if the percentage change in the difference between inflation and interest rates is more than 11%, this status distinguishes the effect of error correction. We determined that if the percentage change in the difference between these variables is less than 11%, the ECM coefficient is found to be -0.14. If the percentage change in the difference is more than 11%, the ECM coefficient is -0.83. Therefore, in situations where the difference is above the threshold value, a shock experienced in interest rates rapidly converges to equilibrium. When the ECM is examined for inflation, it is observed that in the typical regime, the return to equilibrium is very slow and statistically insignificant. However, in the case that the gap between inflation and interest rates in the extreme regime (second regime) is further increased, it is observed that the ECM coefficient is still significant and is higher than it is in the typical regime. According to the T-VEC equations; the interest rate and the inflation are positively affected by their past two and one periods respectively.
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### Appendix

Table 1: Traditional unit root tests

<table>
<thead>
<tr>
<th>IR</th>
<th>Test Statistic</th>
<th>1%</th>
<th>5%</th>
<th>10%</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADF(12)</td>
<td>-3.1786</td>
<td>-3.490210</td>
<td>-2.887665</td>
<td>-2.580778</td>
</tr>
<tr>
<td>ERS DF-GLS(2)</td>
<td>-1.86527</td>
<td>-2.585962</td>
<td>-1.943741</td>
<td>-1.614818</td>
</tr>
<tr>
<td>( \pi ) Test Statistic</td>
<td>1%</td>
<td>5%</td>
<td>10%</td>
<td></td>
</tr>
<tr>
<td>ADF(12)</td>
<td>-1.991073</td>
<td>-3.490210</td>
<td>-2.887665</td>
<td>-2.580778</td>
</tr>
<tr>
<td>ERS DF-GLS(10)</td>
<td>-1.21892</td>
<td>-2.585962</td>
<td>-1.943741</td>
<td>-1.614818</td>
</tr>
</tbody>
</table>

| First Difference |
|------------------|----------------|------|------|------|
| D(IR)            | Test Statistic | 1%   | 5%   | 10%  |
| ADF(12)          | -7.422481      | -3.490210 | -2.887665 | -2.580778 |
| ERS DF-GLS(0)    | -5.864774      | -2.585962 | -1.943741 | -1.614818 |
| D(\( \pi \)) Test Statistic | 1%   | 5%   | 10%  |
| ADF(12)          | -4.726127      | -3.490210 | -2.887665 | -2.580778 |
| ERS DF-GLS(5)    | -4.901254      | -2.585962 | -1.943741 | -1.614818 |
Table 2: Caner and Hansen (2001) test results

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>IR(m=5)</td>
<td>41.50</td>
<td>0.09</td>
<td>0.08</td>
</tr>
<tr>
<td>IR(k=12)</td>
<td>16.6</td>
<td>0.92</td>
<td>0.90</td>
</tr>
<tr>
<td>Π (m=4)</td>
<td>34.70</td>
<td>0.04</td>
<td>0.025</td>
</tr>
<tr>
<td>Π (k=10)</td>
<td>25.24</td>
<td>0.24</td>
<td>0.23</td>
</tr>
<tr>
<td>IR(m)</td>
<td>7.26</td>
<td>0.31</td>
<td>0.36</td>
</tr>
<tr>
<td>IR(k)</td>
<td>10.62</td>
<td>0.17</td>
<td>0.13</td>
</tr>
<tr>
<td>Π (m)</td>
<td>10.19</td>
<td>0.11</td>
<td>0.15</td>
</tr>
<tr>
<td>Π (k)</td>
<td>12.92</td>
<td>0.05</td>
<td>0.06</td>
</tr>
<tr>
<td>IR(m)</td>
<td>2.39</td>
<td>0.13</td>
<td>0.11</td>
</tr>
<tr>
<td>IR(k)</td>
<td>10.53</td>
<td>0.14</td>
<td>0.11</td>
</tr>
<tr>
<td>Π (m)</td>
<td>10.19</td>
<td>0.075</td>
<td>0.12</td>
</tr>
<tr>
<td>Π (k)</td>
<td>12.92</td>
<td>0.04</td>
<td>0.05</td>
</tr>
<tr>
<td>IR(m)</td>
<td>2.39</td>
<td>0.13</td>
<td>0.28</td>
</tr>
<tr>
<td>IR(k)</td>
<td>3.24</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>Π (m)</td>
<td>2.92</td>
<td>0.05</td>
<td>0.11</td>
</tr>
<tr>
<td>Π (k)</td>
<td>2.94</td>
<td>0.06</td>
<td>0.11</td>
</tr>
<tr>
<td>IR(m)</td>
<td>1.23</td>
<td>0.44</td>
<td>0.80</td>
</tr>
<tr>
<td>IR(k)</td>
<td>-0.29</td>
<td>0.82</td>
<td>0.95</td>
</tr>
<tr>
<td>Π (m)</td>
<td>1.3</td>
<td>0.39</td>
<td>0.78</td>
</tr>
<tr>
<td>Π (k)</td>
<td>2.07</td>
<td>0.21</td>
<td>0.43</td>
</tr>
</tbody>
</table>

(Bootstrap replication:10000)