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Abstract
This paper develops tourism demand econometric models based on the monthly data of tourists to Taiwan and adopts Multivariate Adaptive Regression Splines (MARS), Artificial Neural Network (ANN) and Support Vector Regression (SVR), MARS, ANN and SVR to develop forecast models and compare the forecast results. The results showed that SVR model is the optimal model, with a mean error rate of 3.61%, ANN model is the sub-optimal model, with a mean error rate of 7.08%, and MARS is the worst model, with a mean error rate of 11.26%.
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1 Introduction
The data of The World Tourism Organization show that the number of international tourists was 435 million in 1990, 674 million in 2000, 940 million in 2010, and 983 million in 2011, growing continuously year-by-year. Tourism revenue was USD 927 billion in 2000 and grew to USD 1,030 billion in 2011, reflecting an increase of 11%. It shows that tourism has become an important industry for every country; thus, countries are paying more attention in to developing tourism. In 2009, the Tourism Bureau, Ministry of Transportation and Communications, R.O.C. proposed a five-year
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“Project Vanguard for Excellence in Tourism” and invested NTD 30 billion (USD 1 billion) to construct tourism facilities, train tourism industry workers, and promote tourism to increase Taiwan’s international tourists and foreign exchange earnings from international tourists. The number of passengers arriving to Taiwan increased from 3,845,000 in 2008 to 6,087,000 in 2011, and the foreign exchange earnings from international tourists increased from USD 6.82 billion (accounting for 1.48% of GDP) in 2008 to USD 8.72 billion (accounting for 2.37% of GDP) in 2011. It shows that tourism industry is gaining increasing attention in Taiwan.

The development of tourism entails investment in many aspects, including the construction of traffic infrastructure, international airports, public transport facilities, tourist hotels, as well as recreational facilities in tourist spots, which all require a long period of planning and years of construction. Good long-term planning entails forecasting of the demand of international tourists to avoid inadequate investment and construction or waste due to excessive construction. Therefore, the correctness of forecasting the demand of international tourists of a country is very important. A model that can correctly forecast the tourism demand would help a country develop its tourism. Witt and Witt (1995) reviewed 114 papers on tourism demand forecasting models proposed during the 30 years before 1995. Studies on quantitative forecasting utilized econometric models and time-series models. Econometric model is a causal model that forecasts the tourism demand through many variables, such as GDP of the country of origin, tourist expenses, accommodation expenses of hotels, and transport expenses of travelling, the destination’s consumption level, and the exchange rate (Witt & Witt, 1995). Time-series model uses the number of tourists in the previous periods to forecast the number of tourists in the current period. Song and Li’s (2008) study reviewed 121 papers on forecasting of tourist models, out of which 72 papers adopted time-series models, 71 papers adopted econometric models, and 30 papers adopted both time-series models and econometric models. Thus, the tourist demand model for quantitative forecasting can be divided into (1) time-series models and (2) econometric models.

Over the past 40 years, time-series models adopted mostly ARIMA models for tourism demand forecasting, followed by Naive 1, Naive 2, exponential smoothing models, and simple autoregressive models (Song, & Li, 2008). The less often adopted models were artificial neural network (Cho, 2003; Huarng et al., 2006; Lin et al., 2011), support vector regression (Chen, & Wang, 2007), and multivariate adaptive regression splines (Lin et al. 2011). Econometric model has been frequently used to analyze the relation between “tourism demand” variable and its affecting factors. The most frequently used analytical model was traditional regression analysis model (Ordinary least squares, OLS) (Li et al. 2005; Song, & Li, 2008), less frequently used models were ADLM, ECM, VAR, TVP, and AIDS (Song, & Li, 2008), and the least frequently used model was structural equation (Song, & Li, 2008). Few studies adopted ANN model for econometric model analysis (Law, 2000; Moutinho et al., 2008).

The variables in the econometric model include the population and income of the country of origin of tourists, the travel expenses and accommodation fee in the tourist destination, and the costs of travelling to the tourist destination. At the same time, the tourist destination country’s supply for tourism, such as hotel rooms and means of transport, are also considered (Witt, & Witt, 1995). In most studies, the forecasted number of tourists is the total number of tourists from countries of origin (Bicak et al., 2005; Lee, 2011; Song, & Witt, 2006; Wong, et al. 2006) while the number of tourists from main countries of origin is usually calculated or the number of those from a single country of origin is adopted to forecast the number of tourists (Law et al., 2004; Wang, 2009). When the econometric model’s tourism demand forecast does not adopt the total number of tourists...
in the tourist destination for forecasting, the application of the forecast results will be restricted. If the total number of tourists in the tourist destination is combined with other relevant variables with an aim to conduct the analysis of the econometric models, the obtained forecast results, that is, relevant economic variables’ forecast of the total number of tourists, will be able to provide more reference value for the destination’s tourism management authority in planning its tourism development. Econometric models have too many forecast variables; thus, identifying important ones will help set up a new econometric model that will have better application value.

Thus, it is worth studying how to forecast econometric model’s number of tourists through the total number of tourists in the tourist destination and other relevant variables. This paper will discuss the forecasting of the total number of tourists in the tourist destination and adopt MARS, ANN, and SVR models, which are adopted less frequently in econometric model to conduct analysis of tourism demand forecast. The second part of the paper is the literature review, the third part is research method and data, the fourth part presents empirical results, the fifth part is discussion, and the sixth part is conclusion.

2 Literature Review

The quantitative methods for tourist demand models include time-series models and econometric models (Song & Li, 2008). Some scholars have used a single method while other scholars used both time-series and econometric models to study the tourist demand models. This paper adopts econometric models. The main forecast variables of econometric models are the country of origin’s population, Gross Domestic Product (GDP), and tourist expenses, which include travelling expenses, accommodation fee and consumption in the tourist destination country. Moreover, the tourist destination country’s supply, which includes the number of hotel (accommodation) rooms and the capacity of vehicle, is considered because the quantity of supply cannot increase instantly (Witt & Witt, 1995). This paper makes a new attempt in econometric model’s forecast model by adopting less frequently used quantitative methods of MARS, ANN’s back-propagation, and SVR.

MARS has advantages that include screening variables automatically, short calculating time, and rapidly setting up classification models or forecast models; thus, it is applied in many fields. For example, De Veaux et al. (1993a) applied MARS to survey the terrain around Antarctica; De Veaux et al. (1993b) compared the forecast results of MARS with those of ANN and pointed out that MARS had a better forecasting accuracy compared to ANN. De Gooijer et al. (1998) applied TSMARS (time series MARS) model to forecast exchange rate and found that TSMARS provided better forecast results compared to the random walk model. Lin et al. (2011) applied MARS, ANN, and ARIMA models to forecasting of tourism demand’s time-series models and found that ARIMA had the best effect with respect to forecast results, followed by ANN and MARS. Different studies provided different results. This paper applies MARS model to forecasting of tourist demand’s econometric models and compares it with ANN’s forecast results to investigate whether MARS or ANN provides better forecast results.

The application of ANN in tourism demand’s econometric models forecasting is seen in Law and Au’s (1999) econometric ANN-model forecasting and analysis of the demand of tourists from Japan to Hong Kong, Law’s (2000) econometric ANN-model forecasting and analyzing the demand of tourists from Taiwan to Hong Kong, and Moutinho et al.’s (2008) econometric ANN-model forecasting and analysis of the demand of tourists from mainland China to Taiwan. Besides, ANN has also been often used in tourist demand’s
time-series forecasting models (Chen, & Wang, 2007; Cho 2003; Palmer et al. 2006). Previous scholars also used different time-series analysis methods to forecast tourist demand and to identify a better method to forecast tourist demand model. The results showed ANN has a lower error rate than ARIMA, GMDH (group method of data handling – genetic regression) algorithm, and exponential smoothing (Burger et al., 2001; Cho, 2003).

Support vector regression has been used to build forecast models based on statistical learning theory and the principle of risk minimization (Drucker et al., 1997; Vapnik et al., 1997). The SVR method has been widely applied as a forecasting tool in many fields because it is able to handle the interaction between variables and does not require too many assumptions for data. For example, forecasting of stock market index, forecasting of Nikkei 225 (Lu et al., 2009), S&P500 and NASDAQ index forecasting (Wang & Zhu, 2010), and natural gas price forecasting (Viacaba et al., 2012). Chen and Wang (2007) adopted time-series, SVR, ANN, and ARIMA forecast models to forecast tourism demand in mainland China, and the result indicated that SVR is the best forecasting model with the lowest error rate.

The accuracy of tourism demand forecasting is very important, and according to previous scholars’ time-series models, MARS, ANN, and SVR all provide good forecast results. Hence, this paper adopts econometric models ANN, SVR, and MARS as the forecast models to assess which model is the best forecast model, that is, which one has the lowest error rate in tourism demand’s forecast result.

3 Research Method and Data

3.1 Econometric Models

Concerning the variables of the econometric models for tourism demand forecasting, the dependent variable is the number of tourists and the explanatory variables include the population and income of the country of origin of tourists; tourists’ travel expenses, accommodation fee every night and price level in the tourist destination; and the expenses of travelling to the tourist destination. Moreover, “the tourist destination’s supply” variable, which includes the number of hotel rooms and the capacity of vehicle are taken into consideration, as the quantity of supply cannot increase shortly (Witt & Witt, 1995). This paper mainly adopts the total number of tourists in tourist destination as the dependent variable, so the selection of explanatory variables does not consider the variables of individual countries of origin but only that of the destination. The explanatory variables selected in this paper are the tourist destination’s GDP, tourist consumption price and accommodation fee every night, the expenses of travelling to the destination, the number of hotel rooms in the destination, and the capacity of vehicle to the destination.

Among the various data of the tourist destination, the number of tourists is clearly available. The data of tourist consumption price are not easily available. Tourist consumption includes the expenses associated with purchasing food, goods, and services in the destination and it relates to the destination’s income and price level. However, foreign tourists’ consumption must consider the factor of exchange rate. The actual data of discretionary income are not easily available; thus, proxy variable shall be used in place of discretionary income (Song & Witt, 2006). The most frequently used proxy variable of income is per capita GDP (Lim & McAleer, 2001; Moutinho, et al. 2008; Song et al., 2003:). Many studies adopted CPI as a proxy variable of tourist price (Law et al., 2004; Lim & McAleer, 2001; Song et al., 2003); hence, this paper adopts CPI as the proxy
variable for tourist consumption’s price level. At present, USD is the strongest currency in the world, and international trade is mostly valuated in USD; therefore, the exchange rate of NTD against USD is adopted as the proxy variable of exchange rate.

The average per-night accommodation price of all tourist hotels in the destination is adopted as the proxy variable for tourists’ per-night accommodation fee. Regarding the expenses of travelling to the destination, this paper studies Taiwan’s tourism demand forecast. Since Taiwan is an island country, tourists to Taiwan take planes as the main means of transport, with some taking cruise ships. The airfare and cruise ship costs of tourists traveling to Taiwan from different countries are not equal; thus, we must select a variable as the proxy variable for traveling expenses. When evaluating transport costs of different means of transportation, the international oil price can be adopted as a proxy variable (Garin-Munoz, 2006). The data of the number of hotel rooms in the destination adopt the number of rooms of tourist hotels, and the data of the capacity of vehicle to the destination adopt the passenger capacity of Taiwan’s international flights. The data for tourism demand forecast are usually collected yearly, quarterly, and monthly (Song & Li, 2008). This paper adopts monthly data for analysis. When using monthly data, the seasonality of monthly data cannot be ignored (Song, & Li, 2008). Thus, a seasonal variable is added into the tourism demand forecast model in this paper. According to the description above, this paper sets up a tourism demand forecast model as follows:

\[ Q = f(Y, P, EX, HP, HR, T, AS, SE) \]  

(1)

The variables of the forecast model are the number of passengers arrived (Q), GDP, proxy variable GDP (Y), tourist consumption price for which CPI is proxy variable (P), exchange rate of NTD against USD (EX), average hotel accommodation price (HP), the number of hotel rooms (HR), transport costs and traveling expenses represented by international oil price as a proxy (T), capacity of vehicle with the passenger capacity of international flights as a proxy (AS). And monthly/seasonal index as “the monthly number of passengers arrived” divided by “the monthly average number of passengers arrived in the year” (SE).

\[ SE_{ij} = \frac{Q_{mij}}{Q_{aj}} \]  

(2)

Equation 2 comprises monthly/seasonal index \((SE_{ij})\), the number of passengers arrived monthly \((Q_{mij})\), the annual average number of passengers arrived \((Q_{aj})\), year \((j)\), and month \((i)\).

3.2 Data

This paper adopts the forecast of Taiwan tourism demand as the research model, utilizing monthly data collected between Jan. 2004 and Dec. 2012, i.e., nine years (108 months). The data for the preceding 84 months, i.e., from Jan. 2004 to Dec. 2010, are adopted as training samples, and the data collected in the following 24 months, i.e., from Jan. 2011 to Dec. 2012, are adopted as test samples. The data source is the four sets of data comprising the number of passengers arriving, the average hotel accommodation price, the number of hotel rooms, and the passenger capacity of international flights obtained from the Ministry of Transportation and Communications. R.O.C; Taiwan’s Gross Domestic Product (GDP) data are obtained from National Statistic, R.O.C. (Taiwan); GDP is quarterly data, which are (divided by 3) converted into monthly data; the data of international oil price are obtained from the Bureau of Energy, Ministry of Economic
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Affairs, R.O.C., the data of the exchange rate of NTD against USD are obtained from the Central Bank of the Republic of China (Taiwan), and the CPI data are obtained from Accounting and Statistics, Executive Yuan, ROC.

3.3 Multivariate Adaptive Regression Splines (MARS)

The statistician and physicist Friedman (1991) introduced Multivariate Adaptive Regression Splines. It is a new way of dealing with diverse information and issues. The basic idea is to add up sections of spline’s basis function (BF) to form a flexible MARS prediction model, to determine the value of the function of the basic equations by referring to the cross-validation among the parameters, and to assess its loss of fit (LOS) by the judging criteria in order to get the best and the most suitable variable sets, knots, and the interaction to solve various high-dimensional data problems. It is a flexible regression analysis and can automatically create an accurate model for speculating the continuous and discrete response variables (Friedman, 1991).

\[ \hat{f}(x) = a_0 + \sum_{m=1}^{M} a_m \prod_{k=1}^{K_m} [s_{km} \cdot (x_{v(k,m)} - t_{km})]_+ \]  

Equation (3) is a universal MARS model in which BF is the part of back-end multiplication, and as shown in Equation (4), it changes mainly according to demand.

\[ B_m(x) = \prod_{k=1}^{K_m} H[s_{km} \cdot (x_{v(k,m)} - t_{km})]_+ \]  

Therein, \( a_0 \) and \( a_m \) are both parameter values the function of which is similar to the regression coefficient in a linear regression model; \( m \) is the number of BF, which is determined by evaluation criterion; \( K_m \) the number of knots cut; the value of \( S_{km} \) is \(+1\) or \(-1\) and shows the direction; \( v(k,m) \) is the mark of a variable; and \( t_{km} \) is the demarcation point (value) of each knot. In a set made up of a given target variable and a selectable forecast variable, MARS can automatize all models’ building and scheduling, which includes separating significant variables from less appropriate variables, determining the interaction between explanatory variables, adopting a new variable-clustering technology to deal with missing value problems, and adopting a lot of self-testing to avoid over-fitting (Steinberg et al., 1999).

We can regard BF as an explanatory equation, which belongs to each section of rule. Each BF is the number of effect variables, which are included in the criteria for evaluating its LOF. Meanwhile, forward algorithm and backward algorithm are adopted to search for appropriate knots and interaction and to solve various problems of high-dimensional data. It is a considerably elastic regression processing procedure that can build accurate models rapidly and automatically to infer its continuous or binary response variables (Friedman, 1991).

The backward stepwise procedure algorithm determines the number of BF according to LOF and examines whether each BF contributes to the outcome after it is added to a main model by removing the non-contributing BFs and retaining those contributing to the main model. LOF is adopted as the judgment criterion, and Craven and Wahba’s (1979) GCV (generalized cross-validation criterion) is adopted to delete the BFs that contribute less to the model and finally produce the optimal MARS model, reducing the model’s complexity within an acceptable range and accelerating data processing and judgment. The processing method of GCV is shown below:
\[ LOF (f_M) = GCV (M) = \frac{1}{N} \sum_{i=1}^{N} \left( y_i - \hat{f}_M (x_i) \right)^2 \left( 1 - \frac{C(M)}{N} \right)^2 \]  

(5)

Therein, \( y_i \) is the actual value; \( \hat{f}_M (x_i) \) is the forecast value; \( C(M) \) is the cost of adopting \( M \) (number of) BFs. Its main concept comes from the equation below.

\[ \Delta \left[ f(x), \hat{f}(x) \right] = \left[ f(x) - \hat{f}(x) \right]^2 \]  

(6)

Thus, the optimal MARS model is determined by two processing procedures. First, forward algorithm is adopted, where BF increases (all the main effect, knots or interaction) until a complete model is found. Subsequently, backward algorithm is adopted, where less-contributing basis functions are removed until the optimal balance point between error and the number of variables is found, thereby completing the optimal model of MARS.

A variable’s relative importance can be judged by observing the decrease in the degree of GCV value after deleting a certain BF. When the GCV value decreases after a certain BF is deleted from the model, it would imply that this BF is an important key factor in the model.

3.4 Artificial Neural Network (ANN)

It is a science to use a computer to recreate artificial neural network to simulate a human brain’s nerve cells. Freeman and Skapura (1992) thought artificial neural network was an information processing system that used plenty of artificial neurons to simulate biological neural network, enabling the computer to simulate human nervous system structure to carry out data processing. Its conceptual method is shown in Fig. 1.

Since the neural network has segmentation and identification ability (Zhang et al., 1998), it is widely used in various commercial and financial aspects, e.g., credit card fraud judgment, stock prices, exchange rates, interest rates, and bankruptcy prediction. Financial analysis has been used in various scientific applications, e.g., weather forecasting, medical images judgment, and fingerprint recognition system, among others (Berry & Linoff, 1997; Chiu et al., 2003; Fish et al., 1995; Lee & Chiu, 2002; Lee et al., 2002; Leung et al., 2000; Vellido et al., 1999).
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Many sophisticated models have been proposed to illustrate the development of neural network. They can be divided into 3 structural networks of learning strategies: supervised learning, non-supervised learning, and associative learning. Among all the network models, the back-propagation network (BPN) of supervised learning is the most representative and the most widely used. According to the research of Vellido et al. (1999), 78% of the researchers used the BPN type of artificial neural network in the commercial aspects between 1992 and 1998. This is quite a high proportion. They chose BPN because it has the advantages of a high learning accuracy and quick retrospect speeds; hence, BPN is also used as an analytical tool in this study.

The structure of back-propagation neural network (BPN) consists of three layers: input layer, hidden layer and output layer. The number of neurons of the input layer serves as the number of variables of forecasted output values. The hidden layer is the transfer layer in the neural network, and it indicates the interaction between input layer neurons. The output layer neurons’ results are the final output values. This paper adopts BPN model, as shown in Fig. 2.

3.5. Support Vector Regression (SVR)

3.5.1. Support vector regression

The main concept of support vector regression is to use the principle of structural risk minimization to convert a non-linear problem in low-dimensional input space to a linear regression problem in high-dimensional feature space. SVR through training data

\[ G = \{(x_i, d_i)\}_{i=1}^{n} \]

in which \( x_i \) is input vector, \( d_i \) is forecast target value, and \( n \) is the number of training samples. Equation (7) is an estimating function of SVR expressed by mathematical model:

\[
 f(x) = w\psi(x) + b
\]  

(7)
Therein, $w$ is weight vector, $b$ is bias, and $\psi (x)$ is a transfer function, which is used to convert the input data into high-dimensional feature space in a non-linear manner. According to the radial basis function suggested by Hsu et al. (2003), where $w$ and $b$ go through adjusted risk minimization equation, the equations are shown as follows:

$$R_{SVR}(C) = C \frac{1}{n} \sum_{i=1}^{n} L_{\varepsilon}(d_i, y_i) + \frac{1}{2} \|w\|^2$$

(8)

$$L_{\varepsilon} = \begin{cases} |d - y| - \varepsilon & \text{if } |d - y| \geq \varepsilon \\ 0 & \text{otherwise} \end{cases}$$

(9)

Equation (8) is Vapnik’s $\varepsilon$-insensitive loss function (Vapnik et al. 1997), $\varepsilon$ represents a parameter to define a tube zone that surrounds regression equation $f(x)$ (as shown in Fig. 3), In Fig. 3, the tube zones are the so-called $\varepsilon$-insensitivity zones. When the forecast value falls in the tube zone, its loss is zero, i.e., when the forecast error is less than $\varepsilon$, its loss is zero. Conversely, when the forecast value falls outside the tube zone, its loss is the difference between forecast value and zone boundary that can be indicated by slack variables $\xi$ and $\xi^*$. In Equation (8), $C \frac{1}{n} \sum_{i=1}^{n} L_{\varepsilon}(d_i, y_i)$ is the empirical risk measured through Vapnik’s $\varepsilon$-insensitive loss function, which enables sparse data to estimate the forecast equation through this model. Additionally, $\frac{1}{2} \|w\|^2$ measures the
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Greater C value suggests that increased importance is placed on empirical risk. In order to solve the optimization problem in Equation (8), Cortes and Vapnik (1995) proposed to add a non-negative slack variable $\xi$ in the optimization problem, thus SVR’s optimization problem is shown in Equation (10):

Minimize:

$$
R_{SVR}(w, \xi^{(*)}) = \frac{1}{2}\|w\|^2 + C \sum_{i=1}^{n} (\xi_i + \xi_i^{(*)})
$$

Subjected to:

$$
d_i - w\phi(x_i) - b_i \leq \varepsilon + \xi_i, \quad \xi_i, \xi_i^{(*)} \geq 0
$$

Therein, $\varepsilon$ is the value of the training error greater than tube zone boundary and $\xi^{(*)}$ is the value of the training error lower than the zone boundary. They are both positive numbers. In order to satisfy the optimization problem, Lagrange multipliers can be introduced to finally obtain support vector regression’s forecast model equation as follows:

$$
f(x, \alpha_i, \alpha_i^{*}) = \sum_{i=1}^{n} (\alpha_i - \alpha_i^{*})\phi(x_i)\phi(x) + b = \sum_{i=1}^{n} (\alpha_i - \alpha_i^{*})K(x_i, x_j) + b
$$

Therein, $K(x_i, x_j)$ is kernel function.

### 3.5.2 Lagrange multipliers

In Equation (11), $\alpha_i$ and $\alpha_i^{*}$ are “Lagrange multipliers”, which are introduced into Equation (10) to obtain the maximization dual equation (12), as is shown below:

Maximize

$$
R(\alpha_i, \alpha_i^{*}) = \sum_{i=1}^{n} (\alpha_i - \alpha_i^{*}) - \varepsilon \sum_{i=1}^{n} (\alpha_i + \alpha_i^{*}) - \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} (\alpha_i - \alpha_i^{*})(\alpha_j - \alpha_j^{*})K(x_i, x_j)
$$

Subjected to

$$
\sum_{i=1}^{n} (\alpha_i - \alpha_i^{*}) = 0
$$

$$
0 \leq \alpha_i \leq C, \quad i = 1, 2, \ldots, n
$$

$$
0 \leq \alpha_i^{*} \leq C, \quad i = 1, 2, \ldots, n
$$

The above equation solves the quadratic programming problem through KKT (Karush–Kuhn–Tucker), and only a part of $(\alpha_i - \alpha_i^{*})$ in Equation (11) is assumed as non-zero values. The evaluated error of the data points of such non-zero values is expected to be $\geq \varepsilon$, and one that falls on or outside the tube space of the determining equation is called “support vector”. From Equation (11), the so-called support vectors refer to the data other than those for which $(\alpha_i - \alpha_i^{*})$ coefficient is 0 in the process of being used in the determining equation. These values have a decisive influence on the optimal solution. Normally, greater $\varepsilon$ indicates fewer support vectors that are of greater importance for the optimal solution. However, greater $\varepsilon$ will reduce the training data’s accuracy in estimating the optimal solution.

In Equation (11), $K(x_i, x_j)$ is defined as a kernel function, which is able to convert input data into high-dimensional feature space in a non-linear manner. Its value is the inner product of the two-feature vectors $x_i$ and $x_j$, i.e., $K(x_i, x_j) = \phi(x_i) \cdot \phi(x_j)$.

The common kernel functions are as follows:
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(a) linear kernel function: \[ K(x_i, x_j) = x_i \times x_j \] (13)

(b) polynomial kernel function: \[ K(x_i, x_j) = (x_i \times x_j + 1)^y \] (14)

(c) Gaussian Radial basis function (RBF): \[ K(x_i, x_j) = \exp\left(-\frac{\|x_i - x_j\|^2}{2\sigma^2}\right) \] (15)

\( \sigma^2 \) is the bandwidth of Gaussian radial basis function.

3.5.3 Parameter setting of support vector regression

Three parameter set values, \( C \), \( \varepsilon \), and \( \gamma \), are included in a SVR model to solve the problem. \( C \) value is the trade-off relation between adjusted empirical risk and structural risk, \( \gamma \) is the parameter of RBF kernel function, and \( \varepsilon \) is epilso loss function. In the setting of parameters \( C \), \( \varepsilon \) and \( \gamma \), the parameter set values of best-fitting parameters often differ according to different data. Thus, parameter setting relies mostly on empirical law, which in practice often adopts try and error to search for the optimal parameter combination. Hsu et al.’s (2003) suggested that RBF as a kernel function has already been able to solve most problems. To shorten the time to search by trial and error, exponential growth sequence (e.g., \( 2^{-15}, 2^{-14}, 2^{-13}, \ldots, 2^{14}, 2^{15} \)) can be adopted to search for the optimal parameter combination.

4 Empirical Results

4.1 MARS

To analyze tourism demand forecasting based on MARS model, the first 84 months of data are adopted as training samples and the last 24 months of data as test samples. The number of passengers arriving to a destination is adopted as a dependent variable while the remaining 8 variables are used as explanatory variables. The adjusted \( R^2 \) of the MARS regression model is 0.969. It comprises six important variables: HR (the number of hotel rooms), SE (monthly/seasonal index), P (tourist consumption price, CPI), Y (GDP), AS (capacity of vehicle), and EX (exchange rate), as shown in Table 1.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Importance</th>
<th>Variable</th>
<th>Importance</th>
</tr>
</thead>
<tbody>
<tr>
<td>HR</td>
<td>100</td>
<td>Y(GDP)</td>
<td>20.926</td>
</tr>
<tr>
<td>SE</td>
<td>74.72</td>
<td>AS</td>
<td>13.291</td>
</tr>
<tr>
<td>P(CPI)</td>
<td>55.347</td>
<td>EX</td>
<td>7.018</td>
</tr>
</tbody>
</table>

10 basis functions for MARS are obtained, as shown in Table 2
<table>
<thead>
<tr>
<th>NO</th>
<th>BF</th>
<th>NO</th>
<th>BF</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>BF2 = max(0, 21570.000 - HR );</td>
<td>6</td>
<td>BF9 = max(0, GDP - 1301.000);</td>
</tr>
<tr>
<td>2</td>
<td>BF3 = max(0, SE - 89.896);</td>
<td>7</td>
<td>BF11 = max(0, HR - 21898.000);</td>
</tr>
<tr>
<td>3</td>
<td>BF4 = max(0, 89.896 - SE );</td>
<td>8</td>
<td>BF13 = max(0, AS - 2960806.250);</td>
</tr>
<tr>
<td>4</td>
<td>BF6 = max(0, 97.420 - CPI );</td>
<td>9</td>
<td>BF14 = max(0, 2960806.250 - AS );</td>
</tr>
<tr>
<td>5</td>
<td>BF7 = max(0, HR - 23012.000);</td>
<td>10</td>
<td>BF15 = max(0, EX - 30.350)</td>
</tr>
</tbody>
</table>

MARS regression model is made up of 10 basic functions, as follows:

\[
Y = 311639.188 + 30.690 \times BF2 + 3339.143 \times BF3 - 2067.524 \times BF4 - 12093.573 \times BF6 - 48.327 \times BF7 - 224.273 \times BF9 + 152.346 \times BF11 + 0.065 \times BF13 + 0.053 \times BF14 - 5778.533 \times BF15
\]  

(16)

4.2 ANN

As mentioned above, to analyze tourism demand forecast based on BPN model, the first 84 months of data are adopted as training samples and the last 24 months of data as test samples. In the training samples, GDP, CPI (tourist consumption price), EX (exchange rate), HP (average hotel accommodation price), HR (the number of hotel rooms), TC (transport costs), AS (the passenger capacity of international flights) and SE (monthly/seasonal index) are adopted as the input layer data consisting of 8 neurons. The hidden layer consists of 14 to 18 neurons and the output layer consists of one neuron. The number of passengers arriving (Q) is adopted as output layer data. The learning rate is set for 0.001, 0.003, 0.005, 0.007, 0.009, 0.01, 0.03, 0.05, 0.07, and 0.09, and the number of iterations is set from 1,000 to 120,000 to carry out the analysis of the optimal forecasting model. The results indicated that the number of neurons of the hidden layer is 18 and learning rate is 0.03. When the number of iterations is 5,000, test samples’ RMSE of 0.0723 is the least value, indicating the optimal training model. See Table 3.

<table>
<thead>
<tr>
<th>Hidden layer neurons</th>
<th>Learning rate</th>
<th>iteration s</th>
<th>Training samples RMSE</th>
<th>Test samples RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>0.009</td>
<td>16000</td>
<td>0.032934</td>
<td>0.075178</td>
</tr>
<tr>
<td>15</td>
<td>0.009</td>
<td>16000</td>
<td>0.032953</td>
<td>0.073822</td>
</tr>
<tr>
<td>16</td>
<td>0.005</td>
<td>30000</td>
<td>0.032748</td>
<td>0.074817</td>
</tr>
<tr>
<td>17</td>
<td>0.005</td>
<td>25000</td>
<td>0.032891</td>
<td>0.073569</td>
</tr>
<tr>
<td>18</td>
<td>0.03</td>
<td>5000</td>
<td><strong>0.03291</strong></td>
<td><strong>0.0723</strong></td>
</tr>
</tbody>
</table>

4.3 SVR

The SVR model adopts the first 84 months of data as training samples and the last 24 months of data as test samples. Simple validation with try and error are adopted to search for the optimal combination of input parameters and variables. The search scope for the
three parameters $C, \gamma, \varepsilon$ are: $2^{-31}, 2^{-30}, 2^{-29}, 2^{-28}, \ldots, 2^{-31}$. The results obtained are shown in Table 3. When $C$ is $2^{-29}$, $\gamma$ is $2^{-29}$, $\varepsilon$ is $2^{-1}$, and test samples’ mean square error 796.2980 is the least value. Thus, this model is optimal. See Table 4:

Table 4: Forecasting result of SVR in Different Parameter Combinations.

<table>
<thead>
<tr>
<th>NO</th>
<th>C</th>
<th>$\gamma$</th>
<th>$\varepsilon$</th>
<th>MSE</th>
<th>NO</th>
<th>C</th>
<th>$\gamma$</th>
<th>$\varepsilon$</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$2^{-31}$</td>
<td>$2^{-19}$</td>
<td>$2^{-5}$</td>
<td>11594.22</td>
<td>6</td>
<td>$2^{-26}$</td>
<td>$2^{-26}$</td>
<td>$2^{-3}$</td>
<td>1848.33</td>
</tr>
<tr>
<td>2</td>
<td>$2^{-30}$</td>
<td>$2^{-26}$</td>
<td>$2^{-6}$</td>
<td>2007.28</td>
<td>7</td>
<td>$2^{-25}$</td>
<td>$2^{-26}$</td>
<td>$2^{-1}$</td>
<td>2004.48</td>
</tr>
<tr>
<td>3</td>
<td>$2^{-29}$</td>
<td>$2^{-29}$</td>
<td>$2^{-1}$</td>
<td>796.30</td>
<td>8</td>
<td>$2^{-24}$</td>
<td>$2^{-24}$</td>
<td>$2^{-30}$</td>
<td>2302.92</td>
</tr>
<tr>
<td>4</td>
<td>$2^{-28}$</td>
<td>$2^{-29}$</td>
<td>$2^{-1}$</td>
<td>2287.01</td>
<td>9</td>
<td>$2^{-23}$</td>
<td>$2^{-23}$</td>
<td>$2^{-1}$</td>
<td>2387.28</td>
</tr>
<tr>
<td>5</td>
<td>$2^{-27}$</td>
<td>$2^{-26}$</td>
<td>$2^{-23}$</td>
<td>1194.00</td>
<td>10</td>
<td>$2^{-22}$</td>
<td>$2^{-21}$</td>
<td>$2^{-2}$</td>
<td>3122.48</td>
</tr>
</tbody>
</table>

4.4 The Results of Measuring the Forecast Errors

4.4.1 Formulas for measuring the forecast errors

It is very important to evaluate the results of the correctness of tourism demand forecasting model. Many different methods can be used to measure the forecast error, and the selection of an appropriate method to measure forecast error affects the evaluation of tourism demand forecasting model and the selection a good tourism demand forecasting model. Li et al. (2005) studied the formulas for measuring the forecast errors and found that the most frequently used is MAPE and the less frequently used is RMSE. MAPE, RMSE, and MAD are meant to measure the deviation of the forecast value from the actual value, such that the smaller the value of the three indexes, the closer the forecast value is to the actual value. Therefore, this paper adopts MAPE, RMSE, and MAD to evaluate the accuracy of the forecast error of each model. The formulas are shown as follows:

$A_i$ be the Actual value in period $i$; $F_i$ the forecast value in period $i$; and $n$ the number of periods used in the calculation.

Mean absolute percentage error,

$$\text{MAPE} = \frac{1}{n} \sum_{i} \left| \frac{A_i - F_i}{A_i} \right|$$ (17)

root-mean-squared error,

$$\text{RMSE} = \sqrt{\frac{1}{n} \left( \sum_{i} (A_i - F_i)^2 / F_i \right)}$$ (18)

Mean absolute deviation,

$$\text{MAD} = \frac{1}{n} \sum_{i} |A_i - F_i|$$ (19)

4.4.2 The results of measuring the forecast errors

The three kinds of forecast models compare the errors of the forecasted number of tourists and the actual number of tourists in 2011 and 2012. The results obtained show that the
SVR model has the lowest error rates with respect to RMSE, MAD, and MAPE; thus, it has the best performance; ANN model had the second lowest error rates while MARS model had the highest error rates; thus, it had the worst.

<table>
<thead>
<tr>
<th></th>
<th>RMSE</th>
<th>MAD</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>MARS</td>
<td>82105.88</td>
<td>67724.26</td>
<td>11.2634</td>
</tr>
<tr>
<td>BPN</td>
<td>50585.58</td>
<td>40994.47</td>
<td>7.0809</td>
</tr>
<tr>
<td>SVR</td>
<td>28219.99</td>
<td>20729.55</td>
<td>3.6122</td>
</tr>
</tbody>
</table>

5 Discussion

This paper adopted MARS, ANN, and SVR to develop tourism demand econometric forecasting models based on the monthly data of tourists to Taiwan and compared the forecasted results. The results showed that SVR model’s forecasted values are RMSE=28219.99, MAD=20729.55, and MAPE=3.61%, which is the best outcome; ANN model’s forecasted values are RMSE=50585.58, MAD=40994.47, and MAPE=7.08%, which is the second best outcome; and MARS model’s forecasted values are RMSE=82105.88, MAD=67724.26, and MAPE=11.26%, which is the worst outcome.

This paper found that SVR model provides a better forecasted result compared to ANN model, which is consistent with the findings of Chen and Wang (2007) on tourism demand in mainland China based on time-series model. Another finding of this paper is that ANN model provides a better forecasted result than does MARS model, which is consistent with the findings of Lin et al. (2011) based on time-series model; however, it is not consistent with the findings of De Veaux et al. (1993b) who found that in most cases, MARS model provided a better forecasted result compared to ANN model. Therefore, regarding the forecasted result of time-series model and econometric model for tourism demand forecasting, SVR model provided the best outcome with a MAPE of 3.61%, followed by ANN model with a MAPE of 7.08%, which is also low, and finally MARS model with a MAPE of 11.26%.

This paper adopted the total number of tourists in the tourist destination as a dependent variable. The explanatory variables did not consider the variables of individual countries of origin but only those of the destination. Hence, the explanatory variables included the tourist destination’s consumption price and accommodation fee every night, the expenses associated with traveling to the destination, the destination’s the exchange rate, the number of hotel rooms, the passenger capacity of international flights, as well as the monthly/seasonal index of the number of tourists.

The important variables in the MARS analysis were GDP (Y), tourist consumption price (CPI) (P), exchange rate (EX), the number of hotel rooms (HR), the passenger capacity of international flights (AS), and monthly/seasonal index (SE). It can be seen that among these 6 variables, GDP, CPI, and EX relate to tourist consumption price and all have a negative effect on tourism demand. HR and AS relate to tourism supply and have a positive effect on tourism demand. Thus, the main factors affecting tourism demand are tourist consumption price, the amount of tourism supply, and seasonal changes.
6 Conclusions

The development of tourism has been receiving increasing attention from countries around the world, and in order to increase the number of tourists, a country must invest in the construction of tourism in all aspects, including traffic, tourist hotels, and tourist and recreational facilities. The correctness of such investment entails correct forecast of tourism demand. This paper adopted the destination country’s tourist consumption price and accommodation fee per night, the expenses associated with traveling to the destination, the number of hotel rooms, the passenger capacity of international flights in the destination, as well as monthly/seasonal index as explanatory variables. The number of tourists was used as a dependent variable to make up the econometric model for tourism demand forecast. MARS, ANN, and SVR were adopted to develop the econometric model and a two-year forecast was made. The results indicated that SVR model is the optimal model with the mean error rate of 3.61% suggesting a good model fit.

The findings indicate that the main factors affecting tourism demand are tourist consumption price, the amount of tourism supply, and seasonal changes. Tourist consumption price variables, i.e., GDP, CPI, and exchange rate, had a negative effect on tourism demand, while tourism supply variables, i.e., the number of hotel rooms and the passenger capacity of international flights had a positive effect on tourism demand. That is to say, the increase in the destination country’s GDP, CPI, and exchange rate will reduce tourism demand, and the increase in a SVR model to solve the problem the number of hotel rooms and the passenger capacity of international flights will increase tourism demand. Therefore, to increase tourism demand, a country needs to increase the number of hotel rooms and the passenger capacity of international flights. Regarding the tourism demand forecast model, SVR had the lowest error rate of 3.61%, making it the optimal forecast model. ANN turned out to be the sub-optimal forecast model while MARS turned out to be the worst forecast model.

The data in this paper are Taiwan’s monthly data. Since GDP data were quarterly data, they were converted into monthly data for the analysis, which had some effect on the correctness of analysis results. Explanatory variables adopted in this paper are mostly proxy variables, which also have some effect on the correctness of forecasted results. Taiwan is an island country, and international tourists to Taiwan take planes as the main means of transport. Nevertheless, tourists from some inland countries, like Switzerland, may also take trains or buses; thus, their means of transport are different from that in this paper. Accordingly, the explanatory variables of such means of transport are also different.

Future researchers can consider screening out important explanatory variables through MARS and then analyzing them through ANN and SVR model. They can also consider comparing the forecasting accuracy of the forecast model of all explanatory variables with that of important explanatory variables. Furthermore, a potential future research would consider tourism demand forecasting through MARS, ANN and SVR based on an econometric model made up of the GDP of main countries of origin of tourists and the tourist consumption price, exchange rate, the number of hotel rooms, and the passenger capacity of international flights of the destination country.
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